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Abstract: This paper presents the modelling, analysis, 

performance and the synthesis of control of Hybrid 

Renewable Energy System (HRES), with Battery Energy 

Storage System (BESS). This HRES can also be connected 

to the grid and capable to be, with a storage device, a 

stand-alone operation. The Photovoltaic (PV) generator is 

controlled via DC-DC boost converter by using Incremental 

Conductance (InCond) method to search optimum operating 

point of this source. The BESS is used to maintain the DC 

bus voltage at a constant value by charging or discharging 

this storage using a bidirectional DC-DC converter. The 

wind generator is controlled via AC-DC converter with an 

MPPT method that allows optimal transfer of wind power 

for a wide range of wind speeds. The control for the wind 

generator is based on an indirect vector control by the Filed 

Orientation Control (FOC) where one makes it possible to 

perfectly follow the optimum characteristic of the wind 

turbine. In a Stand-Alone Mode (SAM) operation, the 

Voltage Source Converter (VSC) is used for the controlled 

output voltage in terms of amplitude and frequency 

delivered to the AC load. In Grid Connected Mode (GCM) 

operation, the VSC is used to control the electrical 

grandeurs on the grid. Performed validations by simulation 

in Matlab/Simulink have clearly demonstrated the 

effectiveness and performance of the control strategies 

developed for the control of power converters.  

Key words: Control, Grid-connected,  Stand-alone,  Hybrid 
Renewable Energy System, Wind turbine, Photovoltaic; 
Battery energy storage system.  

1. Introduction

A hybrid system interconnected by a set of renewable 

energy sources and storage systems help to ensure greater 

energy availability and optimize maximum power generation 

systems, both from technical and economic point of view. 

This type of system is widely used in low power 

applications; isolated sites or connected to the grid. The 

common DC bus interconnected various sources of 

production and storage system is used before converting this 

energy into alternating current. Among renewable energy 

sources, we chose wind and PV. The combination of these 

two sources can help to achieve a more continuous 

electricity production.  This study is directed to PV/ wind 

systems connected to the grid and able to work in SAM 

through the BESS. This storage is used as a backup source 

to power the system when the renewable energy source is 

unavailable. Other backup sources can be used for the 

production of renewable sources of hollow periods with or 

without BESS such as fuel cells [4, 8, and 18], 

supercapacitors, the energy storage flywheel [19], diesel 

generators [14]. Conversely, when the energy produced is 

greater than the energy consumed, the excess electricity is 

stored in the BESS [5], supercapacitors [13] and with an 

electrolyzer hydrogen tank [4]. However, fuel cells are very 

expensive and the diesel generator operate at a mediocre 

performance with high power consumption grows with their 

request. This energy management is difficult to achieve but 

it may be necessary in applications in isolated site to ensure 

the balance between the power consumed by the user and the 

power produced by the sources.  

    Several studies have investigated the hybrid production 

system. This study concerns the modeling, analysis and 

synthesis of control and management strategies of the hybrid 

system. In [15], a management algorithm in a PV/ wind 

hybrid system with BESS powering a housing loads in 

parallel with the grid is described. In [2, 3] authors shows 

the modeling, the analysis and the control of energy from a 

PV /wind power system with BESS powering the AC load in 

parallel with the grid. [18], provides the control of a PV/ 

wind system/ fuel cell for supplying only DC load. In 

reference [5], authors proposed a control of a PV/wind 

system operating in both SAM and GCM, but this system is 

valid only for a single phase. In reference [1], authors 

presented a control of PV/ wind power, but this system 

needs an energy storage system to ensure continuity of 

supply local loads AC islanding mode. Also, in reference 

[10], the authors are silent about the use of an energy storage 

device of a hybrid system to supplying AC loads in parallel 

to the grid. 

    Different strategies proposed for the control of the 

bidirectional buck-boost converter to ensure a balance of 
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power through charging /discharging of the battery. 

Reference [6] presents the control and quality of wind power 

with battery pack. The Reference [7], develops the control 

and management of a PV /battery system connected to the 

grid.  In references [6, 17], a control strategy by a single 

control loop of the voltage with the Proportional Integral 

(PI) is proposed. Reference [10] proposes a control strategy 

with two regulation loop; a voltage loop with the PI and a 

current control by hysteresis and a voltage regulation loop. 

Similarly in Reference [4, 9], but the current control with the 

PI. This strategy is used in our study to the control of the 

bidirectional converter. It ensures dynamic meshing 

performance higher than other technology cited above 

through the internal loop current. 

    Several standalone converter control strategies have been 

proposed to set the amplitude and frequency delivered to AC 

loads off grid. In references [16, 17], a control strategy with 

six PI controllers in a photovoltaic/wind power the fuel cell 

proposed. Another strategy to control with a single PI 

controller in a PV/ battery /supercapacitors was proposed in 

[13]. In [6, 9] propose a control strategy by two control loop 

(current / voltage) with four PI controllers in a wind hybrid 

system. This latter strategy is used in our study to the control 

of the bidirectional converter in operation out electric grid. 

   Different strategies proposed in the literature to control the 

three-phase PWM voltage converter in a renewable energy 

based production system connected to the electrical grid    

[1, 4, 19]. All these strategies aim to achieve the same 

objectives, namely: a power factor near the unit, sinusoidal 

current is absorbed in phase with the voltage. The most 

popular is the technique known as the Voltage Oriented 

Control (VOC) [15]. This technique is used in our study to 

control the electrical grandeur of the grid becauce ensures 

high dynamic and static performance through third by the 

loop current internal regulations.  

The developed HRES as shown in Fig.1 constitutes of 

wind subsystem 10 kW equipped of a direct driven 

permanent-magnet synchronous generator (PMSG), a PV 

array 7.625 kW,  a BESS, a DC bus (650V), power 

interfaces and a set of control system. This figure also shows 

the power balance of the renewable energy conversion 

system in the two modes operation of HRES.  

. This paper is organized as follows: In Section 2, proposed 

architecture of grid-connected with wind and PV resources. 

The modeling components of the proposed hybrid system in 

Section 3. The control strategies of hybrid system in Section 

4. Simulation results and discussion are given in Sections 5.

Conclusion is addressed in the last section.

2. Proposed hybrid system architecture

Fig. 1 shows the overall architecture of the proposed grid-

connected hybrid system with wind and PV resources. The 

two energy sources are connected in parallel to a common 

dc bus line through their individual dc-dc converters. 

Combining multiple renewable resources via a common dc 

bus of a power converter has been prevalent because of 

convenience in integrated monitoring and control and 

consistency in the structure of controllers as compared with 

a common ac type [12].  The wind subsystem involves a 

turbine is a small power wind equipped with a PMSG, a 

diode rectifier and a boost converter for the tracking of the 

maximum power point using  a perturbation and observation 

(P&O) method, a three-phase inverter. The solar subsystem 

consists of a PV array controlled by another boost converter 

used for the maximum power point tracking (MPPT). The 

PLL is used to detect the phase angle of the grid voltage for 

the control.  The simple inductors L are used as a filter 

interfacing inverter and mains. The LCL filter provides 

advantages in costs and dynamics since smaller inductors 

can be used. However, in a grid-connected system, an LCL 

filter may cause resonance, which is a disaster for the 

system’s stability [5]. For the inverter, an integral sliding 

mode controller has been used for the current controller 

because can eliminate the steady-state error by adding 

integral sliding surface. The SMC presents attractive 

features such as robustness to parametric uncertainties of the 

wind turbine and the generator as well as to electrical grid 

disturbances [13]. The current-controlled SVPWM inverter 

is adapting to three-phase PV/WT grid-connected system. 

Fig.1.Control Structure of a PV-Wind hybrid system 

2. Modeling the different components of the hybrid

system.

2.1. PV array model 

There are two types of photovoltaic PV modules: 

electrical model with a diode or two diodes. Among which 

we chose to model a diode because it is the simplest to 

implement and most used in the literature. This model is 

composed of a parallel current generator with a diode in 

parallel and two resistors (Rs series / shunt Rsh) as illustrated 
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in Fig.2. The two resistors Rs and Rsh represent respectively 

the various contact resistances and connections and leakage 

currents. 

Fig. 2. Electrical model equivalent of a PV cell 

The current generated by the PV array is given by [17] 
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Where Iph is the photocurrent, Is is the reverse saturation 

current of the diode, n is the ideality factor of the diode, q is 

the electron charge (q = 1.6.10−19), k is the Boltzmann’s 

constant (k = 1.38.10-23), and T is the solar array panel 

temperature. 

In order to get the desired electrical power which is 7,625 

kW peak power, we placed 5 modules connected in series 

(Ns=5) and 5 modules connected in parallel (Np=5).  

The output power and current of PV array delivered by the 

PV array in function of voltage for different irradiance 

levels is shown in Fig.3, this allows us to easily observe the 

influence of solar irradiation on the Maximum Power Point 

(MPP) and short circuit current (Isc). 
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Fig. 3. P-V and I–V output characteristics of the PV array 

2.1. Wind turbine model 

   The mechanical power captured by the blades of a wind 

turbine is given by [12] 

  2 31
,

2
w p wP C R v    (2) 

Where, ρ is the air density (kg/m3), R is the rotor radius of 

wind turbine,vω is the wind speed in m/s, Cp is the turbine 

rotor power coefficient, which is a function of tips speed 

ratio  and pitch angle  .  

m

w

Rw

v
  (3) 

Where 
mw is the rotor speed of the wind turbine.  

 The maximum power generated by the wind turbine is given 

by 
2

w opt mP k w (4) 

Where, 

2

1
. .
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k AC
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   (5) 

The justification for Eq.(4) as shown in Fig.4,  on which it is 

noted that for each value of the wind speed was a maximum 

power point correspond to different speeds of rotation of the 

turbine. The idea for adapting the power extracted in the 

rotational speed of the turbine.  
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Fig. 4. Output power generated by a turbine for different 

wind speeds 

2.3. Battery storage model 

   In order to guarantee the availability of energy in the 

DC and AC loads even in unfavorable weather 

conditions and in both mode of the bidirectional 

converter, we use the battery as energy storage dispostif. 

The modeling of this battery is implemented in  Ref [16, 

17]. It can be illustrated by the equivalent circuit as 

shown in a Fig.5. This model consists of a source votage 

E0 in series with a resistor Rb, where the voltage source 

is described by 

 0 exp  
 

Q
E E K A B i dt

Q i dt
   





(6) 

Fig. 5. Lead-acid battery model. 
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2. Control of power converters  

3.1 Photovoltaic MPPT control  

   The control of the DC/DC boost converter allows both 

elevateing the value of the PV array to obtain the desired 

DC bus voltage and searching for the MPP. The principle of 

any MPPT methods is to act on the duty cyclic of the 

converter to ensure that the generator is operating at its 

maximum value no matter how the climatic conditions will 

be. In our study, we chose the InCond method [2,3].  The 

principle of this method is based on the conductance G and 

calculates its incremental ΔG, if the conductance G> ΔG, 

the operating point is left of MPP, it is right if G <ΔG. The 

flow chart  of this method is illustrated in the Fig. 6.  

 
Fig. 6. Flow chart of InCond method 

 

3.1 control of bidirectional buck-boost converter 

           Fig. 7 shows the block diagram of the proposed control 

of bidirectional buck-boost DC-DC converter using PI 

controller. This converter works in boost mode when the 

switch S1 is ON (discharging the battery) and buck mode 

when the switch S2 is ON (charging the battery). 

 
Fig. 7. Control of bidirectional buck-boost converter 

 

3.3 Generator side control  

     The control of generator side converter enables the 

search of maximum power point in such a manner to 

minimize the error between the operating power and 

maximum power. The Fig.8 shows the principle of control 

installed for the wind source. The three-phase voltages 

generated by PMSG will be adjusted of space vector 

modulation (SVM) vector modulation receiving the 

reference voltages of control at speed imposed by the 

maximum extraction power MPPT device. 

The reference speed imposed by MPPT is given by 

opt w

m opt

v
w

R


        (7) 

Where opt is the maximum torque coefficient. 

 
Fig. 8. Control of generator side converter 

 

3.1 Grid side control  

   The hybrid production system can also be connected to the 

grid and capable, with a storage device, a standalone 

operation.  In an SAM, the VSC is used in a voltage control 

mode control strategy for regulating autonomously the 

amplitude and frequency of the AC loads. Fig. 9 shows the 

block diagram of the VSI control strategy in d-q coordinates 

described in [9]. The line voltage and frequency are set to 

230 V rms and 50 Hz respectively.  

 
Fig. 9. Control for stand-alone mode 

 

       In a GCM, we chose a control structure based on two 

cascaded control loops, an external voltage loop and an 

inner loop current in a synchronous d-q frame. Fig. 10 

shows the block diagram of proposed control strategy in this 

mode. The reference voltages generated at the output of the 

current regulators (V, V) and the location information of 

the grid voltage from Phase locked loop (PLL) block will be 

sent to a Space Vector Pulse Width Modulation SVPWM.  

 
Fig. 10. Control for grid-connected mode 

 

4. Results and discussion          

    Different simulations results are used to analyze the 

dynamic performance HRES both GCM and SAM are 

represented in this work. The overall configuration is shown 

in Fig. 1 of HRES were simulated by using the Simulink/ 

Matlab.  An option of this system is to connect the sources 

with the DC, AC load and to the grid via an AC, DC bus. 

Second option proposed in this study is to connect the 

sources by only to the DC load via a DC bus.  
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4.1 Isolated operation with a local DC loads (off grid) 

    The system is tested for only DC load connected to the 

DC bus in isolated operation. Fig. 11 illustrate the 

distribution powers of the HRES with variable input source 

and load power conditions. Specifically, the wind speed 

decreases from 12 m/s to 14 m/s at t=1.5s and increases 

from 12 m/ s to 14 m /s at t=3s, respectively. The solar 

irradiation varies is increased from 0.8 to 1kW/m2 at t=1.5 s 

and decreased from 1kW/m2 to 0.8 kW/m2 at t=3s, 

respectively. The basic power balance equation for the 

generation sources and the DC load demand is given by 

pv w b LdcP P P P   (8) 

Where Pw is the wind turbine power, Ppv is the power

generated by the PV array, PLdc is the DC load demand. 

For the first period  0 0.8t , the total generated power

from PV and wind is around 12.2kW, the PLdc is around 

8.4kW. The power demand by the load is less than the 

power produced by the sources. Therefore, the battery is 

charged with a negative current.  For the second 

period  0.8 2t , the sum of wind and PV generated

power is not sufficient to supply the resistive load demand. 

Under this situation, the battery discharge with a positive 

current to supply the power loads as shown in Fig. 12. 
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Fig. 11. Various power of the hybrid system (Case1) 
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Fig. 12. Hybrid system variables evolution (Case 1: Udc is 

the DC bus voltage [V], Wg is the rotor speed of PMSG 

[rad/s], Ipv is the output current of PV [A], Ib is the battery 

current [A]) 

4.2 Isolated operation with a local DC and AC loads 

(off grid)  

   The system is simulated in SAM of operation to validate 

the dynamic performance under varying the load condition, 

wind speed and in irradiance. Exactly, the irradiance 

decreases from 1kW/m2 to 0.7 kW/m2 at t=1.5s  and the 

wind speed from 14 m/ s to 10 m /s at t=1.5s. The power 

loads demand PLac and PLdc is varied between 15 kW to 

19kW and 0 to 4 kW respectively. In this mode, the power 

difference between the generation sources and the total load 

demand is calculated as 

pv w b Ldc LacP P P P P    (9) 

Where PLdc is the DC load demand. 

At period   0 0.8t , the load demand is more than the

wind and solar power production. Therefore the required 

energy is supplied by the battery (positive current and 

power) as shown in Fig.13 and Fig.14. The VSC is able to 

regulate the voltage level of local AC load at 230 V and the 

frequency at 50 Hz as shown in Fig.15.  

Fig. 13. Various power of the hybrid system (Case 2) 
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Fig. 14. Hybrid system variables evolution (Case 2: Udc is 

the DC bus voltage [V], Wg is the rotor speed of PMSG 

[rad/s], Ipv is the output current of PV [A], Ib is the battery 

current [A]) 

Fig. 15.  AC load voltage and current (Case 2) 

4.3 Grid connected operation 

    Now consider the system hybrid in GCM.  Consider the 

step change in the DC load power while keeping other 

variables constant, wile the PV and Wind at their rated 

power 7.46 kW and 10kW respectively. The AC load 

demand is fixed at 2kW. In this mode, the exchange power 

through the grid-side converter and the grid is calculated as 
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inv pv w b LdcP P P P P          (10) 

Where Pinv is the real output power from the bidirectional 

DC-AC converter, the positive value represents means the 

power flow from the DC bus the AC bus and vice versa.  

The exchange power between inverter to the grid can be 

expressed as 

 g inv LacP P P         (11) 

Where Pg is the real power injected into the grid. The 

negative value represents the injected power to the grid and 

vice versa.  

The power balance equation given in Eq(9) can be written 

as:  

  net b inv Lac pv wP P P P P P          (12) 

Fig. 16 shows the control performance of the hybrid system 

under variable DC load condition. At period   0 0.8t , 

the sum of power from PV and Wind system (Ppv+Pw) is 

around 17.5 kW, while the value of power DC load demand 

is set at zero. During this period, the real output power from 

the bidirectional DC-AC converter is positive (+7 kW). 

Hence, the DC bus supplies the energy to AC bus. In 

addition the extra power between Pinv and PLdc is will be 

injected the grid (Pg=-5 kW). The battery starts charging 

with a negative limit current as shown in Fig.17. At period  

 1.2 1.8t , the DC load demand increases to 56 kW, 

which more than the power net Pnet.  At this moment, the 

battery turned the discharging mode (positive current Ib). 
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Fig.16. Various power of the hybrid system (Case 3) 
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Fig. 17. Hybrid system variables evolution (Case 3: Udc is 

the DC bus voltage [V], Wg is the rotor speed of PMSG 

[rad/s], Ipv is the output current of PV [A], Ib is the battery 

current [A]). 

 

 

5. Conclusion  

     This paper presents a contribution to the analysis of 

comprtement and mastery of performance of HRES 

composed of a variable wind speed turbine with PMSG, PV 

and battery storage system capable of working in stand-

alone mode and in grid-connected mode. A model for each 

component of the hybrid system was realised. These models 

have been interconnected to analyze the dynamic behavior 

of the complete production system. Validations were 

performed by simulation in Matlab/Simulink clearly 

demonstrated the effectiveness of the strategies proposed for 

the control of converters under different operation using the 

load demand profile and the real weather data (wind speed, 

solar irradiance).  
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Abstract: A hybrid method using modal truncation and singular perturbation to derive the reduced 
order model for a stable higher order system is presented. The approach is based on retaining the 
dominant modes of the system and truncating comparatively the less significant once. As the 
reduced order model has been derived from retaining the dominant modes of the original high 
order stable system, the reduced order model preserves the stability. The strong demerit of the 
modal truncation method is that, the steady state value of the reduced model does not match with 
the original system.  This demerit has been overcome by applying singular perturbation approach 
of the balanced truncation method. Results obtained show the effectiveness of the proposed 
technique. Numerical examples are carried out to illustrate the procedure. Further it has been also 
applied to a system of order 1006 to check its applicability to large scale systems as well. 

Keywords: Modal truncation, Singular perturbation, Steady state value, Eigen value, Large scale 
systems. 

1. INTRODUCTION

More  and  more  accurate  modelling  of  physical  systems 
such  as  multi-machine  power  systems  leads  to  a  system 
with  very  high  dimension.  It  is  often  called  higher  order 
system.  Control  design,  simulation  and  analytical 
understanding  of  these  high  order  systems  become 
difficult  and  cumbersome. So  the need  arises  to have  the 
lower  dimension  representation  of  the  system  to  better 
cope with the aforesaid problems.  
Researchers have been  trying  for  better  approximation of 
the  high  order  system  nearly  more  than  four  decades 
which has now evolved as a promising pasture of research 
in  system  and  control  theory,  known  as  “Model  order 
reduction  (MOR)”.  The  target  of  the  MOR  is  to  have  a 
model of considerably lower order for a system with very 
high order  while keeping  the key  features of  the original 
systems  intact;  such  as  stability  and  passivity  etc. 
Moreover  the algorithm or  the method adopted should be 
reliable  and  computationally  efficient.  A  number  of 
methods  for  MOR  are  available  in  literature  both  in 
frequency domain as well as in time-domain [1-7]. 
One  of  the  popular  methods  is  modal  truncation  [1-4]. 
Different  methods  belonging  to  this  category  were  also 
proposed  [5,6].  Infect  it  is  a  mapping  based  on  a  sub-
matrix  of  the  full-order  system's  modal  matrix.  The 
elements at the columns of this matrix are its eigenvectors, 
which  can  be  ordered  according  to  their  dominancy.  The 

eigenvector  with  eigen-values  closest  to  the  jw-axis  were 
considered  dominant.  Another  novel  approach  to  select 
dominant  poles  is  suggested  in  [7]  where  the  dominant 
pole  is  decided by  considering  the  ratio of  residue  to  the 
real  value of  pole. E.  J. Davison  suggested  that  a  system 
with greater dimension can be represented by a model with 
lower dimension by considering  the effects of  the  r most 
dominant eigen-values. The eigen values which were close 
to jw axis were retained and the eigen values farthest from 
jw axis were neglected. 
 It has been observed that the aforesaid methods were able 
to produce the transient response of the high order system 
quite well. But,  as pointed out  in  [3] and  rectified  in  [4], 
there  is  an  error  in  the  steady  state  value  of  the  system 
response. An improvement in the method was proposed in 
[8].  In  view  of  the  basic  model  of  Davison  gave  the 
deviation  in  steady  state  with  original  system, 
Chidambara,  in  his  correspondence  with  Davison  had 
suggested  an  alternative  approach  for  model  order 
reduction  [3].  S.  A.  Marshall  had  also  proposed  an 
alternate way to compute the reduced order model [5]. The 
methods  discussed  above  give  a  reduced  order  model 
which  is  an  approximation  of  the  original  system. 
However,  it  was  not  clear  that  to  what  extent  a  given 
system  can  be  reduced  while  representing  a  close 
approximation  to  the  original  high  order  system.  It  was 
observed that the proximity of the approximate model can 
be  determined  in  terms  of  the  principal  eigen-value 
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neglected,  the  size  of  the  original  plant,  and  the  reduced 
plant.  This  criterion  is  judged  by  comparing  the  time 
responses of  various  low order  systems. An approach  for 
selecting the order of the model for Davison technique was 
proposed by Mahapatra [8]. 

In  this  present  work  the  reduced  order  model  has  been 
obtained  through  modal  truncation  technique.  The  steady 
state  mismatch  has  been  avoided  by  utilizing  singular 
perturbation technique. The author has proposed to utilize 
the singular perturbation method [9] of balance truncation 
to  hybridize  with  modal  truncation  method.  In  singular 
perturbation  the  states  are  grouped  into  two  modes  slow 
and fast modes. The fast mode is made equal to zero thus 
getting  the  slow  modes  of  the  system  along  with  the 
contribution of the fast modes also. This is also known as 
residualization.  With  this  the  steady  state  of  the  reduced 
system  matches  with  the  higher  order  system.  The 
advantage  of  the  proposed  method  is  its  applicability  to 
large  scale  systems  which  has  been  validated  through  an 
example of a system of order 1006 [10].  

Statement of the problem 

Consider  the  linear  time-invariant  stable  thn   order  state 
space model described by following equations 

x Ax Bu

y Cx Du

  


  


          (1) 

with the transfer function matrix 

   
1

G s C sI A B D


   (2) 

where , ,n m px R y R u R  

the aim of  the model order  reduction  is  to obtain  the  low 
order representation described as 

r r r r

r r r r

x A x B u

y C x D u

  


  


(3) 

with transfer function matrix 

   
1

r r r r rG s C sI A B D


   (4) 

where ,r m
r rx R y R    such  that   ry t   is  a  close 

approximation  to   y t   for  all  input   u t .  Moreover  the 

key features of the original system should be preserved in 
the reduced model such as stability.  

2. PROPOSED MODEL REDUCTION ALGORITHM

The  proposed  algorithm  is  the  result  of  hybridization  of 
modal  truncation  [1,  11-13]  and  singular  perturbation  [9] 
approach.  It  consists  of  two  sections  namely  modal 
truncation and singular perturbation. 

2.1 Modal truncation 

 State  space  realization  of  the  high  order  system
(HOS) as in (1) is obtained.

 All  the  Eigen  values   A of  the  HOS  are

evaluated.

 Hankel  singular  values  (HSV)  of  the  HOS  is
computed  and  checked  for  comparatively
significant  HSV.  The  number  of  dominant  HSV
will be the order of reduction r .

 Modal matrix  P   is calculated and partitioned as
below

11 12

21 22

P P
P

P P

 
  
 

(5) 

where 11P is a matrix of order r r  ,  22P  is a matrix 

of  order    n r n r     , 12P is  a  matrix  of  order 

 r n r   and  21P is a matrix of order   n r r 
.

 Modal  inverse  matrix  Q  which  is  inverse  of
matrix  P is obtained and partitioned as below

11 12

21 22

Q Q
Q

Q Q

 
  
 

(6)

where 11Q   is  a  matrix  of  order    r r   ,  22Q   is  a 

matrix of order    n r n r     , 12Q is  a matrix of 

order   r n r    and  21Q is  a  matrix  of  order 

 n r r 
.

 Partition  the  matrices , ,A B C and  D as  given

below

 

11 12

21 22

1

2

1 2

A A
A

A A

B
B

B

C C C

 
  
  

  
  
  





(7)

 
Where  11A  is a matrix of order r r  ,  22A

is a matrix of order    n r n r    , 12A is a matrix 

of  order   r n r    and  21A is  a  matrix  of  order 

 n r r 

 Now  after  the  completion  of  section  (i)  the
reduced order model can be given as

11

1
11 12 21 11

1 1

1 1

1

ˆ

ˆ

ˆ

ˆ

A A A P P

B B

C C

D D

  

 


 


 

             (8) 

Due  to mismatch  in DC gain of  the  reduced order model 
thus  obtained  with  the  original  system,  further  singular 
perturbation  is  applied.  This  overcomes  the  DC  gain 
mismatch problem. Singular perturbation steps are carried 
out  in continuation  to modal  truncation steps.  It has been 
explained in next sect  
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2.2 Singular Perturbation 

Partitioned  forms  as  above  can  be  used  to  construct 
singular  perturbation  approximation  [9].  The  matrices  of 
the final reduced system can be given as 

1
11 12 22 21

1
1 12 22 2

1
1 2 22 21

1
2 22 2

ˆ

ˆ

ˆ

ˆ

r

r

r

r

A A A A A

B B A A B

C C C A A

D D C A B









 


  


  


  

(9) 

The  proposed  algorithm  is  the  result  of  hybridization  of 
conventional  modal  truncation  technique  with  singular 
perturbation  approximation  method  so  as  to  utilize  the 
merits of the two methods. The technique has been applied 
to  higher  order  systems  which  are  discussed  in  the 
preceding section. 

3. NUMERICAL EXPERIMENTS

3.1 Example-1 

This example  is  taken from [9].  It  is a continuous,  linear, 
time-invariant and stable  system of order  four. The state-
space matrices are described as follows 

0.43781 1.1685 0.41426 0.05098

1.1685 3.1353 2.8352 0.32885

0.41426 2.8352 12.4753 3.2492

0.05098 0.32885 3.2492 2.9516

0.11814

0.1307

0.05634

0.006875

0.11814 0.1307 0.05634 0.0

A

B

C

 
     
  
 
   

 
  
 
 
 

   

 

06875

0D
















  (10)

The step response and bode diagram of the HOS is shown 
in Fig. 1 and Fig. 2 respectively. 

Fig. 1. Step response of the HOS 

Fig. 2. Bode magnitude and phase plot of the HOS 

The  various  steps  to  derive  the  reduced  order  model  has 
been presented as follows. 

The eigen-values of the HOS are given as  A . 

   1, 3, 5, 10A     

As all the poles lie in the left half of s-plane so the HOS is 
stable.

 

Henkel singular value of the HOS has been calculated and 
also  plotted  in  Fig.  3,  which  gives  the  indication  of  the 
order of  reduction. Comparatively  the number of nonzero 
dominant singular values is taken as order of the reduction. 
Here,  from  Fig.  3,  the  first  two  singular  values  are 
significant  and  the  last  two  singular  values  have  become 
insignificant.  

Fig. 3. Hankel singular values plot of the HOS 

From the above plot order of the system to which it should 
be reduced is decided as 2.  
The algorithm for modal truncation has been applied to the 
high order system (10).  
The modal matrix P obtained is as: 

   1.0314    0    0    0

    0   2.8885    0    0

    0    0  5.1070    0

    0    0    0   9.9731

P

 
 
 
 












(11) 

Partitioned matrices P11 ,P12, P21 and P22 are given as 
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11 12

21 22

   -1.0314         0     0     0
;

         0   -2.8885     0     0

    0     0   -5.1070         0
;

    0     0        0   -9.9731

P P

P P

   
    
   

   
    
   

    (12) 

The inverse modal matrix obtained is as follows 

   -0.9696         0         0         0

         0   -0.3462         0         0

         0         0   -0.1958         0

         0         0         0   -0.1003

Q

 
 
 
 
 
 

      (13) 

Partitioned matrices Q11 ,Q12, Q21 and Q22 are given as 

11 12

21 22

0.9696 0     0     0
;

0 0.3462     0     0

    0     0 0.1958 0
;

0 0.1003    0     0

Q Q

Q Q

   
       

   
      

    (14) 

Now  the  partitioning  the  matrices  A,  B,  C  and  D  results 
into A11, A12, A21, A22, B1, B2, C1 and C2 shown as below. 

 

11 12

21 22

   -0.4378    1.1685     0.4143    0.0510
;

   -1.1685   -3.1353    -2.8352   -0.3288

    0.4143    2.8352   -12.4753   -3.2492
;

   -0.5098   -0.3288     3.2492   -2.9516

A A

A A

   
    
   

   
   
  

   

1 2

1 2

   -0.1181     0.0563
;

   -0.1307    -0.0069

   -0.1181    0.1307 ;  0.0563   -0.0069

B B

C C




   
    
   

 

 (15) 

Now applying the modal truncation only as given by (8) 
the  reduced  system  matrices  obtained  are  given  as 

 , , ,r r r rsysr A B C D  

 

 

0.4378 1.1685

1.1685 3.1353

0.1181

0.1307

0.1181 0.1307

0

r

r

r

r

A

B

C

D

 
    

       
 

 

       
 (16)

 The  step  response of  the  reduced  system  with  high order 
system is compared in the Fig. 4, which is seen to be close 
approximant of  the  HOS.  From  the  Fig.  4,  it  is  observed 
that  the  steady  state  value  of  the  reduced  system  differs 
from the original high order system. 

 Fig. 4. Step response of reduced system with HOS using 
modal truncation only 
 

 

Further the proposed algorithm ie singular perturbation (9) 
hybridized  with  modal  truncation  (8)  has been  applied  to 
the  high order  system  (10). The  reduced  system  matrices 

obtained are given as   1 1 1 11 , , ,r r r rsysr A B C D  

 

1

1

1

4
1

0.4249 1.2565

1.2565 3.7355

0.1164

0.1427

0.1166 0.1412

2.1019 10

r

r

r

r

A

B

C

D 

 
    

       
 

    

        (17)

  
The comparison of reduced order system with the original 
HOS is shown in Fig. 5. From the Fig. 5, it is clear that the 
response of reduced order system is a better approximation 
by proposed  technique  than  the  modal  truncation  method 
applied alone. 

 

Fig.5. Step response of reduced system with HOS 
 
The  comparative  responses have been plotted  in  Fig.6.  It 
clearly shows that with the application of modal truncation 
alone  there  is  steady  state  mismatch  while  with  the 
singular  perturbation  applied  as  well  the  offset  has  been 
overcome. Thus  it  reveals  that by  the proposed  technique 
the  reduced  system  obtained  to  be  a  far  superior 
approximation of HOS  than  the modal  truncation method 
applied alone. 

 
Fig.6. Comparision of response of reduced system with 
HOS by proposed algorithm and modal method 
 

0 1 2 3 4 5 6 7 8
-0.005

0

0.005

0.01

0.015

0.02

0.025

0.03

 

 
Step Response

Time (sec)

A
m

pl
itu

de

sys

sysr

0 1 2 3 4 5 6 7 8
0

0.005

0.01

0.015

0.02

0.025

0.03

 

 
Step Response

Time (sec)

A
m

p
li
t
u
d
e

sys

sysr1

0 1 2 3 4 5 6 7 8
-0.005

0

0.005

0.01

0.015

0.02

0.025

0.03

 

 
Step Response

Time (sec)

A
m

p
li
t
u
d

e

sys

sysrm

sysrmsp

Journal of Electrical Engineering ISSN 1582-4594 - Vol 22 No 1 (2022)

11



Integral  Square  Error  (ISE)  has  been  calculated  to  show 
the effectiveness of the approach. It is defined as       

 

     

2

r

ISE e t dt

where e t y t y t



 

 (18) 

 y t is the step response of high order system and   ry t is 

the step response of reduced order system.  
The  ISE has been obtained  for  the  above  two cases. The 
table shows the values obtained. 

Table.1. Integral Square Error 

S.No. Method used  ISE 
1  Modal Truncation  1.27x10-6 

2  Proposed Approach  6.21x10-8 

ISE  value  by  the  proposed  approach  is  much  less  as 
compared  to modal  truncation method. So  it confirms  the 
effectiveness of the proposed approach. 

3.1 Example-2 

This example is taken from [10]. It is a dynamical system 
of order 1006. The state-space matrices are given by 

 , , ,sys A B C D  

 

 

1

2

3

4

1 2 3

4

6 1000

0 0 0

0 0 0

0 0 0

0 0 0

1 100 1 200 1 400
; ; ;

100 1 200 1 400 1

1,2,...,1000

10,10,...,101,1,...,1 ; 0T

A

A
A

A

A

A A A

A diag

B C D

 
 
 
 
 
 
                          


  


  
    

    


(19) 

The step response and bode diagram of the original high 
order system is shown in Fig.7. and Fig.8. respectively. 

Fig.7. Step response of the high order system (19) 

Fig.8. Bode magnitude and phase plot of the HOS (19) 

The eigen-values of the high order system are given as

 A and corresponding pole zero plot is given in Fig.9.

   1, 2,..., 1000, 1 100 , 1 200 , 1 400A j j j          

Fig.9. Pole-zero plot of the high order system (19) 

Henkel  singular  value  of  the  high  order  system  has  been 
calculated  and  also  plotted  in  Fig.10,  which  is  indication 
of  the  order  of  reduction.  Comparatively  the  number  of 
nonzero dominant singular values is  taken as order of the 
system  to be  reduced. Here  the  first  eight  singular values 
are significant and after that ninth singular values onwards 
have decayed sharply [14], becoming insignificant. So the 
order of reduction is decided as eight. 

Fig.10. Henkel singular value plot of the HOS (19) 

From  the plot  of  Fig.11.,  order  of  the  system  to  which  it 
should be reduced is decided as 8.  
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The  Modal  truncation  method  alone  has  been  applied  to 
the  high order  system  (19). The  reduced  system  matrices 

obtained are given as   , , ,r r r rsysr A B C D  

 

 
 

1 100 0 0 0 0 0 0

100 1 0 0 0 0 0 0

0 0 1 200 0 0 0 0

0 0 200 1 0 0 0 0

0 0 0 0 1 400 0 0

0 0 0 0 400 1 0 0

0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 2

10 10 10 10 10 10 1 1

10 10 10 10 10 10 1 1

5.9855

r

T

r

r

r

A

B

C

D

 
    
 
 

     
 
     

  


 


 

 

(20) 

 

 The  step  response  of  the  reduced  system  (20)  with  high 
order system (19) is compared in the Fig.11, which is seen 
to be approximant of the system with dc gain mismatch.  
 

 
Fig.11. Step response of reduced system with high order 
system using Modal truncation only 
Frequency response of the reduced system with the higher 
order system is also presented in Fig.12, which reveals the 
reduced  system  to  be  close  approximation  of  the  high 
order  system.  Fig.12  shows  deviation  at  very  high 
frequency  which  is  equivalent  to  high  initial  transient 
behaviour as shown in Fig.12. 
 

 
Fig.12. Frequency response of reduced system with high 
order system using modal truncation only 

Further,  proposed  approach  has  been  applied  to  the 
system. The reduced system matrices obtained are given as 

 1 1 1 11 , , ,r r r rsysr A B C D  

 

1

6.112     1  .276      80.26      0.3737      69.88      180.3       9.427       9.229

1  .276     0.2662      361.8    0.07799      44.53       81.91       1.968      1.927

80.26      361.8  0.0003607   

rA

   

   

 



  1 2.95  0.0004454    0.00143     0.0791    0.07371

0.3737    0.07799      12.95    0.02285     1 54.6       50.48      0.5769     0.5648

69.88      44.53  0.0004454      154.6    0.00055   0.001766    0

 

    

     .09769    0.09104

180.3      81.91    0.00143      50.48   0.001766   0.005669     0.3137     0.2924

9.427      1.968     0.0791     0.5769    0.09769      0.3137      90.56      120.5

9.229      1.927   

    

      



1

1

0.07371     0.5648    0.09104     0.2924      120.5      189.3

24.73

5.159

0.1899

1.511

0.2344

0.7526

19.91

19.03

24.73  5.159 0.1899[   1.511

r

r

B

C

 
 
 
 
 
 
 
 
 
 
 
  

 
 
 
 
 
 
 
 
 
 
 
 

     

















 



 1 5.98

 0.2344 0.7526  19.91  19.03]

55rD


























 

 






          (21)   
The  step  response  of  the  reduced  system  (21)  with  high 
order system (19) is compared in the Fig.13, which is seen 
to have close approximant with steady state matching from 
the original high order system. 

 
 
Fig.13. Step response of reduced system with high order 
system by proposed technique 
 
Frequency response of the reduced system with the higher 
order  system  is  also  shown  in  Fig.14,  which  reveals  the 
reduced  system  to  be  close  approximation  of  the  high 
order system.           
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Fig.14. Frequency response of reduced system with high 
order system by proposed technique 

Further another  step  response of  the  reduced system with 
the high order system for one second has also been shown 
in  Fig.15  to  clearly  view  the  transient  behaviour 
comparison. From Fig.15, the response show considerable 
deviation from the high order response but it lasts for 0.03 
seconds  only.  This  short  high  dynamic  behaviour,  if 
ignored the rest of the response is quite close. 

Fig.15. Step response of reduced system with high order 
system for short duration (one second) 

Integral  Square  Error  (ISE)  has  been  calculated  to  show 
the  effectiveness  of  the  approach.  The  ISE  obtained 
ignoring  the  short  transient  is  0.1966,  which  ensures  the 
effectiveness of the method. 

4. CONCLUSION

A  hybrid  method  utilizing  modal  truncation  and  singular 
perturbation  approximation  approach  has  been  applied 
successfully  to  determine  the  reduced  replica  of  a  high 
order system. One of the important demerits of the modal 
truncation  method  is  dc-gain  mismatch  i.e.,  steady  state 
value of the reduced order system do not agree with high 
order  system.  This  demerit  has  been  removed  in  the 
proposed approach. Further the method has been tested on 
high  order  system  of  order  1006.  The  results  obtained 
confirm the validity of the approach. Applicability to large 
scale systems makes  the method more advantageous. The 
high  frequency  transients  show  approximation  error 
though it is of very short duration which is open for further 
investigation.  
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APPENDIX 

% Program for the Modal Truncation and
Singular Perturbation

% Defining FOM real time model from
benchmark examples
A1=[-1 100;-100 -1]
A2=[-1 200;-200 -1]
A3=[-1 400;-400 -1]
A4=diag(-1:-1:-1000)
A=blkdiag(A1,A2,A3,A4)
C1a=[10 10 10 10 10 10]
C2a=ones(1,1000)
C=[C1a C2a]
B=C'
D=[0]

% Eigen analysis and Hankel singular
values
eig(A)
sys=ss(A,B,C,D)
hankelsv(sys)

% Defining Example-1 4th order model
A=[-0.43781 1.1685 0.41426 0.05098;

-1.1685 -3.1353 -2.8352 -0.32885;
0.41426 2.8352 -12.4753 -3.2492;
-0.5098 -0.32885 3.2492 -2.9516]

B=[-0.11814;-0.1307;0.05634;-0.006875]
C=[-0.11814 0.1307 0.05634 -0.006875]

D=[0]

% Algorithm for Modal truncation in
time domain
A=input('A=')
B=input('B=')
C=input('C=')
D=input('D=')
E=eigs(A)
M=modreal(A)
n=size(M)
r=input('r=')
M1=M(1:r,1:r)
M2=M(1:r,r+1:n)
M3=M(r+1:n,1:r)
M4=M(r+1:n,r+1:n)
N=inv(M)
A11=A(1:r,1:r)
A12=A(1:r,r+1:n)
A21=A(r+1:n,1:r)
A22=A(r+1:n,r+1:n)
B1=B(1:r,:)
B2=B(r+1:n,:)
C1=C(:,1:r)
C2=C(:,r+1:n)

% Applying Only Modal Truncation
Ar=A11+A12*M3*inv(M1)
Br=B1
Cr=C1
Dr=D
Dr=D-C*inv(A)*B+Cr*inv(Ar)*Br

% Applying Singular Purturbation to
match steady state
A11n=A11+A12*M3*inv(M1)
Ar=A11n-A12*inv(A22)*A21;
Br=B1-A12*inv(A22)*B2;
Cr=C1-C2*inv(A22)*A21;
Dr=D-C2*inv(A22)*B2;

% Ploting rsponse and comparision
sys=ss(A,B,C,D)
sysr=ss(Ar,Br,Cr,Dr)
fig1=figure
step(sys,'r',sysr,'bo')
fig2=figure
bode(sys,'r',sysr,'bo')

% ISE CALCULATION..
t=0:0.1:6;
[y,t]=step(sys,t)
[y1,t]=step(sysr,t)
e=y-y1
j=e.^2
ISE=sum(j)
% END of program%
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Abstract: The Induction Motor is commonly used for 
almost all industrial applications. The losses that occur in 
an industrial motor can be minimized by making changes 
in its construction, by using a suitable control strategy and 
by making changes in the methodologies by which the 
power is being fed. The induction motor proposed in this 
paper consists of two stator windings. These two stator 
windings of the DSIM are fed by two different modified 
inverters. The working of three phase induction motor 
load fed by modified inverters has been analyzed. A 
prototype model of induction machine is also developed. 
The performance analysis of three phase Induction motor 
fed by different types of modified inverters and a Dual 
Stator Induction Motor- DSIM fed by two different 
modified inverters was done using MATLAB Simulink and 
the results are presented. The THD with respect to output 
voltage and output current are significantly reduced. The 
fundamental values of Voltage and Current are also 
improved drastically. 

Key words:  Induction motor, DSIM, Modified Inverters. 

1. Introduction
Induction Motors consume a major portion of

electrical energy produced. These Induction motors 
are widely used because of their rugged nature, 
reliability and less cost. The energy saving of three-
phase induction motor is significant as it consumes 
great quantity of electrical power [1, 2]. 
Improvement in the Energy Saving of the Induction 
motor results in huge profit for the end user, the 
industrial units and the society. The working of 
Induction motor fed by traditional inverters and ZSI 
is compared [3, 4, 5].The traditional inverters like 
VSI and CSI are found to offer more THD and lesser 
value of fundamental values of voltage and current. 
Energy saving can be achieved by making changes in 
the supply voltage, by usage of proper control 
strategy [6, 7, 8]. Energy saving is obtained by 
varying the supply voltage of the induction motor, by  
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using voltage regulation control. The value of energy 
efficiency is controlled and optimized. 
A new model of three-phase induction machine with 
two sets of stator windings is introduced [9]. Two 
different types of inverters feed the windings of a 
Dual Stator Induction motor. The power consumed 
by the motor is shared by a VSI and CSI. The 
effective energy saving is achieved by combined 
improvement of induction motor, inverters and 
control strategy [10, 11, 12]. Comparison of different 
types of modified Z- source inverters and CFSI is 
carried out [13, 14, 15]. The Modified ZSIs namely 
L-ZSI and Extended Γ-ZSI offer better efficiency to
the Induction motor when being fed by them. This
paper describes the block diagram of the Dual Stator
Three Phase Induction Motor fed by two modified
inverters in section II. In section III and IV two
modified ZSI’s are analyzed and their performance
values are presented. The DSIM is fed with two
different modified inverters and the results are
presented in section V. The design details and
construction of the Dual Stator Induction Motor is
explained in the section VI and the paper concludes
in the section VII.

2. Block Diagram of Proposed System
The block diagram of the DSIM is shown in Fig.1.

 This diagram shows a Dual Stator Three Phase 
 Induction Motor.  

Fig. 1 Block Diagram 
The two windings are fed individually by using two 
different inverters. The two windings are named as 
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active winding and reactive winding. One Stator 
winding is fed by using a L-ZSI and the other winding 
is fed by using an ESL-Γ-ZSI.  

3. L-ZSI Fed Induction Motor
The L-ZSI circuit is shown in Fig 2. The L-ZSI

inverter requires lesser number of passive 
components. The problem of high inrush current at 
starting and resonance are eliminated.This inverter 
does not include bulky capacitor  

Fig. 2 L-ZSI Circuit Diagram 

By using a L-ZSI the number of passive elements are 
reduced when compared to conventional ZSI. The 
losses that occur due to capacitors in a conventional 
ZSI are eliminated as voltage across the capacitor 
(Vc=0) as no capacitors are employed in a L-ZSI. 

 The working of L-ZSI in two modes is shown 
in Fig 3 and Fig 4.  

Fig. 3 Non – Shoot through State of L-ZSI 

Fig.4 Shoot through State of L-ZSI 

Table 1 
Comparison between a conventional ZSI and L-ZSI 

By using this type of inverter the THD at output 
voltage (V0) and output current (I0) is significantly 
reduced. The Table 1 gives the comparison between a 
conventional ZSI and L-ZSI.  
The circuit diagram for L-ZSI fed three-phase 
induction motor (Fig 5). 

Fig.5 Simulation Circuit of L-ZSI fed Induction Motor Drive 
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Fig.6 a) Input D.C Voltage to the LZSI vs 
Time 

The Fig.6 a) shows the Input D.C Voltage to the L-ZSI 
(0 to +500 V in steps of 100 V) along Y Axis vs Time 
(9.75s to 10s in steps of .05s) along X Axis 

Fig.6 b) Voltage & Current Waveforms of L-ZSI vs 
Time 

Fig.6 b) shows the Voltage (-500 to +500 V in steps 
of 100 V) & Current Waveforms of L-ZSI(-15 to +15 
A in steps of 5 A) along Y- axis  vs Time (0.78 s to 
0.86 s) along X- axis 

Fig.6c) Speed  vs Time 
Waveform of L-ZSI fed Induction Motor 

Fig.6c) shows  the Speed (0 to 1400 r.p.m in steps of 
200 r.p.m) along Y-axis vs Time (0 to 10s in steps of 
1 s) along X-axis Waveform of L-ZSI fed Induction 

Motor.The performance of an Induction motor fed by 
L-ZSI is understood from the waveforms 6a), 6b) and
6c)

Fig. 7a) THD at Output Voltage (V0) & the 
fundamental Value of Voltage (V01).  

The magnitude % of fundamentals is taken along Y – 
Axis and frequency along X-Axis. The 
fundamental value of voltage is 302.7V and the 
value of THD is 17.40 % 

Fig. 7b) The THD at Output Current (I0) and 
fundamental Value of Current (I01) 

The magnitude % of fundamentals is taken along Y – 
Axis and frequency along X-Axis. The 
fundamental value of current is 6.52 A and the 
value of THD is 26.05 %. The difference between 
the figures 7a) and 

Journal of Electrical Engineering ISSN 1582-4594 - Vol 22 No 1 (2022)

18



7b) is that the former shows the FFT analysis and THD 
calculation for fundamental voltage whereas the latter 
shows the FFT analysis and THD calculation for 
fundamental current. 

The THD at Output Voltage (V0) and Output Current 
(I0) and the Fundamental Values of Voltage (V01) and 
Current (I01) obtained by using this inverter are 
presented in Table 2. 

 Table 2 
 Values obtained by Simulation of L-ZSI 

4. E S L- Γ-ZSI Inverter Fed Induction Motor
The ESL- Γ -ZSI inverter circuit is shown in Fig. 8.

The working of this inverter is presented in Fig 9 and 
Fig 10. 

FIG. 8 ESL- Γ -ZSI Circuit 

Fig.9 Non – Shoot through State of ESL- Γ –ZSI 

Fig.10 Shoot through State of ESL- Γ –ZSI  

The simulation circuit (Fig 11), waveforms (Fig 12), 
FFT Analysis and THD calculation (Fig 13) are also 
presented.  

Fig.11 Simulation Circuit of ESL- Γ –ZSI fed 
Induction Motor Drive 

Fig.12 a) Input D.C Voltage to the ESL- Γ –ZSI 
(Y- axis) vs Time (X- axis) 
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The Fig.12a) shows the Input D.C Voltage to the ESL- 

Γ –ZSI (0 to +500 V in steps of 100 V) along Y Axis 
vs Time (9.75s to 10s in steps of .05s) along X Axis 

Fig.12 b) Voltage & Current Waveforms of the 
ESL- Γ –ZSI vs Time 

Fig.12b) shows the Voltage (-500 to +500 V in steps 
of 100 V) & Current Waveforms (-15 to +15 A in steps 
of 5 A) of ESL- Γ –ZSI along Y- axis vs Time (1.26 s 
to 1.32 s) along X- axis 

Fig.12c. Speed (X axis) vs Time (Y axis) 
Waveform of ESL- Γ –ZSI fed Induction Motor Drive 

Fig.12c) shows the Speed (0 to 1600 r.p.m in steps of 
200 r.p.m) along Y-axis vs Time (0 to 10s in steps of 
1 s) along X-axis Waveform of ESL- Γ –ZSI fed 
Induction Motor.  

Fig. 13a) THD at Output Voltage (V0) and the 
Fundamental Value of Voltage (V01) for Γ-ZSI 

The magnitude % of fundamentals is taken along Y – 
Axis and frequency along X-Axis. The fundamental 
value of voltage is 333.1 V and the value of THD is 
13.45 % 

Fig. 13b) THD at Output Current (I0) and the 
Fundamental Value of Current (I01) for Γ-ZSI 

The magnitude % of fundamentals is taken along Y – 
Axis and frequency along X-Axis. The fundamental 
value of current is 6.839 A and the value of THD is 
25.66 %.The difference between the figures 13a) and 
13b) is that the former shows the FFT analysis and 
THD calculation for fundamental voltage whereas the 
latter shows the FFT analysis and THD calculation for 
fundamental current. The THD at Output Voltage 
(V0), THD at Output Current (I0) and the Fundamental 
Values of Voltage (V01) and Current (I01) obtained by 
using this inverter are presented in Table 3. 

Table 3 
 THD and Fundamental Values obtained 
 by Simulation of ESL- Γ –ZSI 

The THD is reduced significantly and the 
Fundamental Values were found to be high. 

5. DSIM fed by L-ZSI & ESL-Γ-ZSI
The Dual Stator Induction Motor fed by L-ZSI &

ESL-Γ-ZSI Simulation circuit is given in Fig 14. The 
FFT analysis and THD Calculation results are given 
in Fig 15.  
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Fig 14.The Dual Stator Induction Motor fed by 
L-ZSI & ESL-Γ-ZSI Simulation circuit

15 a) THD at Output Voltage (V0) and the 
Fundamental Value of Voltage (V01) for a Modified 

DSIM System fed by L-ZSI & ESL-Γ-ZSI 

 
15 b)   Calculation at Output Current (I0) and the 

Fundamental Value of Current (I01)  for a Modified 
DSIM System fed by L-ZSI &  

ESL-Γ-ZSI 

. 

Table 4 
 THD for a DSIM fed by L-ZSI & ESL-Γ-ZSI 

From Table 4, a major reduction of THD is observed 
in an Induction motor fed by L-ZSI & ESL-Γ-ZSI. 

Table 5 
Fundamental Values for a Modified DSIM System 
fed by L-ZSI & ESL-Γ-ZSI  

From Table 5, significant improvement is found in the 
fundamental Values of Output Voltage and Output 
Current. Two different inverters namely, L-ZSI & 
ESL-Γ-ZSI  are employed for obtaining improvement 
of fundamental values and for achieving considerable 
reduction of THD  
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6. Hardware Description

Fig.18 Constructional details of Dual Stator Machine 

       The proposed Dual Stator Induction Machine 
has two stators. The rotor is made hollow. One stator 
winding is placed inside the hollow rotor. Another 
stator winding is placed outside the hollow rotor. 
Fig.19, Fig. 20 and Fig. 21 show the exploded view, 
Inner and Outer Stators respectively. 

Fig.19 Exploded View of Dual Stator Machine 
Fig.20 Inner Stator of Dual Stator Machine 

Journal of Electrical Engineering ISSN 1582-4594 - Vol 22 No 1 (2022)

22



Fig.21 Outer Stator of Dual Stator Machine 

The fabricated parts of the Dual Stator Machine are 
shown in Fig.22, Fig.23 and Fig.24. 

Fig.22 Fabricated Hollow Rotor of Dual Stator 
Machine 

Fig.23 Fabricated Inner Stator of Dual Stator 
Machine 

Fig.24.Fabricated Outer Stator of Dual Stator 
Machine 

Shorting of end wires has been done to ensure 
proper star connection of the machine.  Number of 
turns of the machine has been decided depending 
upon the required output voltage. i.e. 15 volts. 

 Since the flux per pole obtained from the 
permanent magnet  =0.505mWb,  (1) 

Frequency f   =50Hz,  (2) 

Winding factor Kw  = 0.955  (3) 

E.M.F per phase, E = 4.44 x f x flux x Tph  x Kw    (4)

Hence, Tph=E/(4.44 x f x ɸ x Kw)= 140turns.  (5) 

Each coil was wound on a former, making one coil 
side shorter than the other. The shorter coils were 
placed first, then the longer coils were placed. Mush 
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winding was selected due to the following 
characteristics: 

 The coils have a constant span and it should
be odd.

 There is only one coil side per slot and
therefore the number of coils was equal to
number of slots.

 There is only one coil group per phase per
pole pair and therefore maximum number
of parallel paths is equal to pole pairs.

A layer of varnish has been coated over the coils in 
order to prevent short circuiting of coils due to 
lamination failure. A layer of compound material has 
been coated for lamination purpose. The coils have 
been taken out through a hole drilled at the rear end 
through sleeve. Proper winding of the conductors have 
been checked using continuity test and by providing 
magnetic field through an external source. An output 
of 3V for turns through the 12th slot has been 
observed. Fig.25 shows the winding diagram for the  
inner stator. 

Fig.25 Winding Diagram for Inner Stator 

The Outer stator has been fabricated with an air 
gap of        2 mm from the rotor. A hollow iron rod 
of thickness 3 mm has been used as an outer core. 
This provides protection for the entire machine. 
Silicon steel sheets with both axial and radial 
laminations have been provided similar to inner 
stator. Wooden support for windings has been 
provided in order to position the coils. Choice of 
wood was made from available insulators. Plastic, 
mount boards, wood and other materials might also 
be used to provide support for the windings. Inner 
stator and outer stator were expected to produce 
equal output voltage. This necessitated the 
alignment of winding pattern of inner and outer 

stator. The first slot support of the outer stator and 
the center of south  pole was aligned. This made the 
outer stator and the magnetic poles to be aligned to 
each other. The same winding pattern as in inner 
stator is followed for the outer stator. The number 
of turns of the outer stator was determined 
depending upon the inner stator’s number of turns. 
Variation in number of turns were made since, both 
the stators were expected to produce equal output 
voltage.  

Induced e.m.f. in inner stator,  

E1= 4.44 x f x ɸ x  phase1 x Kw   (6) 

Induced e.m.f. in outer stator, 

E2=4.44 x f x ɸ  x t phase2 x Kw

 (7) 

In order to produce equal voltages in both the 
stators, the   necessary condition is: 

E1=E2  (8) 

i.e.4.44 x f x ɸ1 x Tphase1 x Kw=4.44 x f x ɸ2 x Tphase2

x Kw  (9) 

Since ɸ and T phase are the only variables in this 
equation,    

Bavg x area under the influence of the magnetic 
= Bavg x area under the influence of the magnetic 
field x Number of turns in inner stator field x 
Number of turns in outer stator. Since the 
variation in area of inner or outer stator would have 
caused changes in the air gap length, the number of 
turns were the only variable to be changed. 

Number of turns in outer stator, N2 is 
obtained as follows, 

A2/A1=N2/N1 (10) 

Thus, N2=N1 x A2/A1~= 140 turns.  (11) 

This is obtained by assuming that the area for 
both the inner stator and the outer stator are equal.

In order to improve the output voltage for 
same number of turns of outer stator, copper wire 
with larger thickness have been used. AWG 22 with 
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greater thickness than inner stator conductors have 
been used.  

   In order to get parallel operation between the inner 
and outer stator, the frequency, voltages, phase 
sequence, phase and line voltages must be equal. 
Here the frequency and voltages for both the inner 
and outer stator will be same, but the phase 
sequence will not be same. To get equal phase 
sequence, the output from anyone stator is rectified 
and then inverted as according to the other stator 
output phase sequence. So that both stator can be 
operated in parallel to get better performance. 

7.Conclusion
The working of two different modified inverters is

analyzed and the results are presented. The ESL- Γ -
ZSI is found to be having least THD value. A 
prototype model of Dual Stator Induction Machine 
was designed and the constructional details are given. 
The simulation of a three phase induction motor and 
DSIM fed by using two separate inverters was carried 
out with the help of MATLAB Simulation. There is a 
considerable improvement in the fundamental values 
of the system. 
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Abstract- The basic entity of the wireless 

communication is the electromagnetic waves. 

Electromagnetic waves carry data that can be used by 

digital appliances in the wired and wireless network. In 

Multi-Hop Wireless Network (MHWN) data transmission 

is performed by the cooperation of neighbor nodes. The 

functionality of this network is severely affected by 

jammer, an intended node that blocks the ongoing 

communication as the media is open in nature. The 

jammer localization is required to predict the occurrence 

of jammer and its location in the network.  Most of the 

existing jammer localization techniques only suits for 

predicting static jammer. The proposed jammer 

localization is capable of localizing both the static jammer 

as well as portable jammer. The jammer localization is 

followed by diverting the data that passes through the 

jammed area. The proposed Reliable Lookup Algorithm 

(RLA) enhances the data transmission in the MHWN by 

the obtained next region information thereby the ongoing 

data communication is retained. The simulation result 

proves this proposed work. 

 

Key Words: Portable Jammer, Multi-Hop Wireless 

Network, Jammer localization, Data transmission. 

 

1. Introduction 

Wireless communication’s rapid growth is widely 

involved in the different fields as it utilizes available 

electromagnetic spectrum for communication. The 

evolution of wireless communication from 

electromagnetism was discussed [24] Vinay Kumar Nassa 

2011. The ease of use, cheapest price, ease to carry, 

ubiquitous nature, and adequate consumption has made it 

admired further. The realistic solution for achieving 

communication between universal networks is considered 

as Multi-Hop Wireless Network (MHWN) rather than 

fixed infrastructure based wireless network, where its 

services cannot be expanded. In MHWN’s the 

participated device known as nodes which have the 

capability to communicate with each other without the 

support of any other external devices in the multi-hop 

fashion. Due to the open nature of the electromagnetic 

medium, leads the intruders to easily entered and degrade 

the functionality of the network [6] Gesic et al. 2016. 

Especially any form of attack in the wireless network is 

detected by the degradation in the received SNR i.e. 

signal-to-noise ratio [1] Adamy 2014. Also jamming 

attack is categorized under Denail of Service (DoS) 

attack, since it restricts the communication by denying the 

channel for legitimate users and is outlined as “any event 

that removes or decreases the ability of a network to fulfill 

its intended idea” [27] Wood et al. 2002. Though 

jamming attack is considered as physical layer attack, this 

attack can also be made through different layers in the 

existing protocols stack, thereby its cruel intention of 

degrading network performance is achieved through 

available resource usage restriction [17] Pelechrinis et al. 

2016.  

The current jammer localization algorithm can be 

categorized as two parts based on the data's used in 

position identification. First method depends on the 

range-based and the other is range-free. The Least square 

method [10] Liu et al. 2010, the Crowd Location method 

[21] Sun et al. 2011, etc., locates the jammer in the first 

method.  As per [10] Liu et al. 2010, the jammer can be 

easily localize by using least square problem, that utilizes 

the variation caused to the range of hearing for the 

network. In the existing paper [9] Liu et al. 2009 uses 

VFIL Virtual Force Iterative Localization technique to 

identify the jammer position by measuring the distance 

between the nodes in the network and the jammer. The 

identification of the jammer depends largely on the 

jammed region's physical properties. Eventhough there 

are many existing jammer localization techniques are 

available based on the above two methods, but none of 
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them consider the jammer under mobility i.e. portable 

jammer. The proposed work consider portable jammer is 

equipped with motor that support the jammer to roam 

around the concerned area of Multi Hop Wireless 

Network.The Portable jammer can strongly differ its point 

in order to control the jamming signals in physical 

distribution that will result in a change in network setup. 

This renders the method of jammer positioning more 

complicated and difficult. This portability generates 

discrimination in the above said two methods. In the 

former method the distance computation is critical, in 

later the shape of the jammer varies.  

In common this portable jammer affects the ongoing 

communication of the valid users and therefore it is the 

need to implement certain techniques to come out of its 

effect. This is only possible when the nodes in the network 

predict the presence of the jammer followed by portable 

path. Thereby present limitation in the existing network is 

overthrown. The steps provided below are included in this 

paper for the portable jammer detection efficiently. 

Identifying the right node and to observe the concerned 

node is the initial step. The second step is to estimate the 

jammer signal strength. The gather of the data from the 

concerned concert is the third step and the last step is to 

supervise the transfer of the concerned node i.e. handover 

function and fix the location of the jammer. 

2. Associated work

    This session gives details about the various 

existing attacks found in MHWN, follow by elaborately 

explains the main idea behind localization of the jammer 

and the way by which the target devices are tracked in 

the Wireless sensor Network. 

2.1. Categories of Denial-of-Service attacks (DoS) 

 DoS attacks are used to prevent network 

resources from being accessed. This is usually 

accomplished by flooding the victim system or network 

with excessive traffic, rendering it incapable of 

responding to real user inquiries. As per [8] Islam et al. 

2020 showcases the various DoS attacks occurs in WSN 

which is been categorized based on the existing different 

layers of networks.  In the physical layer the attacks were 

listed as jamming and node tampering attack whereas as 

in data link layer the attacks were categorized as 

collision, interrogation and denial of sleep as well as in 

the network layer the specified attacks were spoofing, 

black hole attack and hello flood attack. In the transport 

layer attack were of synchronize flood attack, 

desynchronized attack and content attack and the last 

layer known to be application layer gets the attack called 

as overwhelming sensor node and path-based DoS.  

The work done by [7] Hussaini et al. 2019 states 

there may be some untrusty nodes within the network 

which creates attack or compromising the network 

security. They designed the algorithm to detect and 

localize the untrusty nodes within the WSN and the way 

to isolate these nodes out of the network during the 

routing process. In [29] Xu et al. 2005 explained the 

initial layer jamming and it determines various forms of 

jammers based on its activity by reserving the channel for 

the concern duration as reactive jammer, constant 

jammer, proactive jammer, and random jammer. Apart 

from the above mention jammers there are many kinds of 

jammers are available now a day. In [30] Xu et al. 2008 

provides mechanism to identify the jammer followed by 

retreating the interference effect by adopting spectral 

evasion techniques like channel surfing and spatial 

retreats thereby communication is achieved in presence 

of jammer.  

2.2. Way to track end nodes inside WSN 

Due to the modern IoT boards embedded with lot 

of location tracking modules analogy added up with the 

sensors it becomes quite practical to track the location of 

the end nodes. However, based on the survey from 

previous articles it’s been identified that the following 

steps are adopted to track the device in WSN which is as 

per the figure 1.   

Figure. 1. Steps for device tracking 

In the first module of the diagram reflects the recognition 

of the end device where the detected is done by certain 

methods like Passive Infra-red (PIR) in case of the 

acoustic sensor [23] Vasuhi et al. 2016. The next module 

which is the reporting Process done after the target node 

has been successfully identified. The target device is 

identified using triangulation technology through this 

measurement details are reported. The last module is the 

region prediction as per the literature this phase has been 

using Particel filter, Kalman filter, Hidden Markov 

model. One can identify the next point of the device 
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movement based on the previous two steps in the WSN. 

Thus, the target device is traced by repeating these steps 

in the WSN. 

 

2.3. Localization of the Jammer 

According to literature there are numerous works 

focuses on jammer identification as well as localization. 

These algorithms are classified as range free and range 

based localization method. The range free method, 

functions by analyzing the geographical property of the 

jammed area. The DCL Double Circle Localization 

(DCL) algorithm was explained by [4] Cheng et al. 2012, 

existing mechanism worked on the basis of bounding 

circle i.e. minimum bounding circle (MBC) and 

maximum inscribed circle (MIC). Convex hull, is used to 

calculate the MBC and MIC. The improved PSO 

algorithm (particle swarm optimization) [16] Pang.et al. 

2017, proposed the technique for manipulating the 

minimum occupying coverage jammed area. This paper 

[26] Wei et. al. 2017, keenly provides the existing 

techniques for jammer localization as well as it stated the 

MHWN performance under jammer done by the analysis 

of the various researchers. The existing [9] Liu et al. 2009 

VFIL algorithm worked to identify the jammer based on 

the range of nodes changes, here F pull and F push 

mechanisms are used iteratively to find the jammer 

position more effectively. This method creates a 

measured jammed region in circular form. The center of 

this constructed circle will be fixed as the jammer location 

and which is predicted to be the actual jammed region. 

Only a fewer jammer localization method are 

fixing up in the recent years, devoid to dedicated devices 

[17] Pelechrinis et al 2009.  The current paper explained 

that PDR degradation due to the jammer presence in the 

network when a node comes nearer to the location of 

jammer, there will be decrease in PDR value. Hence the 

gradient-descent for PDR estimation-based jammer 

localization technique must be enabled; it worked based 

on the network topology’s distinct axis in order to identify 

the jamming. The existing paper [13] Liu et al. 2012 

developed the mechanisms to localize the jammer by 

exploiting neighbor changes. Initially they determined the 

jamming effect analysis as free-space model by 

examining the way through which communication range 

changes with the location of jammer and the power of 

transmission. Then the estimation of the jammer location 

was done by solving it as a least-squares (LSQ) problem. 

It provided the hypothesis, that when the jammer attacked 

the node, it moves from its hearing range. Then [14] Liu 

et al. 2012 devised an estimation scheme for jammer 

localization by introducing ambient noise floor technique 

as well as for improving localization accuracy an 

evaluation feedback metrics was formulated to quantify 

the error in estimation. This existing paper also suggest 

genetic algorithm to reduce the localization error. In this 

paper [22] Sun et al. 2011Centroid Localization (CL) 

technique was proposed, the calculated average for the 

jammed nodes co-ordinate is used to fix the jammer’s 

location. This above mentioned situation was assumed 

there by the received signal strength varies by means of 

jammed nodes which were present in the various 

locations. Weighted Centroid Localization WCL [2] 

Blumenthal et al. 2007 suggested that it improves the 

localization accuracy when compared with CL by 

assuming further weight metrics to the jammer location, 

thereby only the exact nearby jammed nodes near to the 

jammer was used to compute the location of the jammer 

rather than considering than whole jammed nodes in the 

network. In [4] Cheng et al. 2012 Double Circle 

Localization (DCL) algorithm the Convex hull is used to 

calculate the MBC and MIC. In this existing work [28] 

Xiong et al. 2012 proposed the robust fault-tolerant 

algorithm, which discovers the location of the jammer in 

wireless sensor network. The existing paper [11] Liu et al. 

2011 suggested the leverage network topology 

mechanism and the multiple jammers were identified. 

Each node modifies its location table based on signal 

strength and PDR to identify network topology change 

and this identification localized the jammer. Cheng 

suggested the M-cluster algorithm which was based on 

the grouping of jammed nodes with a clustering 

algorithm, and each jammed node group is used to 

estimate one jammer location. And the bifurcation points 

on the skeleton base on skeletonization was used to 

localize jammers as per X-ray algorithm. According to the 

paper work was organized as mapping the jammed region, 

followed by identifying the bifurcation point in the 

jammed area and finally locate the jammer. 

.     In summary, the current WSN device has the 

mechanisms for object tracking. By using this node can 

spot and track the target device.  The target is assisted 

with the sensing equipments and transmission is reliable 

in the network. However in the situation of portable 

jammer tracking, the legal packets transmission may be 

embarrassed due to jammer. Thereby unpredictability 

occurs in the data reporting step as well as it causes huge 

impacts on the process of target identification and 

tracking. 
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3. Problem formulation

This section illustrates the issues associated with 

the portable jammer localization in the network as well as 

the necessity and the way to localize jammer and the 

hurdles inculcated in the jammer localization.  

3.1 Network model 

It was suggested in the anticipated system that it 

must have some static MHWN nodes that know their 

network spots. It is designed in such a manner that, the 

portable jammer node is connected via the entity i.e. 

motor which has the capability to pass through the entire 

MHWN’s defined network area. The area where the nodes 

can able to sense each other, in which the node can 

effectively obtain the messages from other nodes and is 

represented as the node’s hearing range. Thus, in this area 

the signal strength will be better for performing flawless 

communication. The other nodes that are not available in 

that concern region are connected by neighbours node. 

The jammer introduced into this network causes attack 

and hence reduces the Signal Noise Ratio and this node is 

represented as the node that has been jammed node, here 

called as dormant node. The author [14] Lie et al. 2012 

adopts this classification of MHWN methodology. Based 

on the severity of the jammer attack, the MHWN is 

categorized as three parts.  

• Normal node. If the node in the network can

able to communicate with its neighbour nodes

without any interruption and it is signal strength

is found to be not degraded then the concern node

is marked as Normal Node.

• Dormant node. If the node does not receive

any message from any of its neighbours node then

it is marked as Dormant node.

• Border node.   The rest of the nodes in the

MHWN are represented as Border node.

3.2.  Jammer Representation 

In order to affect the performance of the MHWN 

an intruder who purposefully blend with the network is 

identified here as the portable jammer. This jammer’s 

main task is to makes the medium busy by engaging the 

concern channel frequency, thereby disturbing the 

transmission between the nodes which are under its range 

of transmission. Due to this the receiver signal was 

affected.  

Figure. 2. Model of portable jammer path tracing in 

MHWN 

In figure 2 portrait the structure of the MHWN, 

where multiple nodes are scattered and are pictures as flat 

nodes. These nodes have the capability to communicate 

with each other as these nodes are fixed with omni 

directional antennas and these communications are highly 

affected because of the open nature of the electromagnetic 

media. Until there is no circumstance of signal 

degradation all the participants’ node can communicate 

with each other and the nodes are treated to be normal 

nodes. Also, these nodes have the capability to known 

about its position in the network by the support of GPS 

devices [3] Bulusu et al. 2000 accommodate with it. If in 

the network there are ‘N’ nodes, its coordinates are 

represented in two-dimension as {(a1, b1), (a2, b2), …, 

(aN, bN)}. Generally, the nodes retain the routing table 

which holds its neighbor node information and will be 

updated frequently in a particular interval of time.  The 

dark circular node represents the portable jammer in its 

motion. Due to its effect in this figure certain nodes are 

marked as border nodes which have partial 

communication capability in particular direction due to 

jammer presence and the rest of the nodes are marked as 

dormant nodes as they can’t participate in the 

communication because it is fully under the influence of 

the jammer. 

3.3. Signal Strength Measurement and Transmission 

Model 

The wireless transmission follows numerous 

prototype for channeling, some of them are shadow path 

loss prototype, free space prototype etc. In the proposed 

work shadow path model is used to find out sustaining 

strength for certain distance, and it is also accepted for 

tracing the signal transmission path [26] Wei et al. 2018. 

The Shadow path prototype is provided by 

applying Equation 1 

SUs   = CHs/ dn                                                                (1) 
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Where the channeling strength is represented as 

CHs and the node’s sustaining strength is represented as 

SUs. In the Equation (1), the connection between CHs and 

SUs is represented and d denotes the distance between the 

jammer node and sustain node and n is fading factor.  

 The relaying of signal and prototype for 

computation holds mainly on the Received Signal 

Strength (RSS), which won’t need any additional 

hardware since RSS indicator (RSSI) itself is an indicator 

for system of regulated communication. The logarithm 

design format for Equation (1) is represented in the 

Equation 2. 

RSSI (d) = 10 log SUs 10 log CHs – 10n log d + Xσ   (2) 

Where, Xσ is the shadow vanishing parameter and this 

parameter is represented by standard deviation. The 

distributed random variable also models the shadow 

prototype. 

 

4. Proposed system 

The Proposed work consider the network as in the 

figure 2 that holds channeling requirement as specified in 

the Equation 1 and the jamming prototype used in this 

work is the shadow path prototype. Also the proposed 

system uses RSSI for tracing the location of the jammer 

by following it and compute its path in the concern tracing 

period ’t’. This tracing period is marked into several time 

slots ‘t’ and during this time slots the analysis of this 

prototype is done. Thereby the jammer spot is estimated 

in the MHWN and a moving derived. The proposed work 

consider that the portable jammer is fixed with an omni 

directional antenna, thus the effect is recognized by the all 

the nodes surround it and the speed of the jammer is 

considered to be moderate, so that it won’t damage the 

performance of the network as well as support for the 

smooth functioning of the network. The proposed path 

detection mechanism for portable jammer contains 4 

steps, depending on these considerations i.e. i) selection 

of observing node ii) computation for jammer localization 

iii) next observing node selection iv) On / Off handover 

mechanism. Followed-by these steps the next region 

known to be A*A without jammer effect is identified for 

the data transmission even though degradation occurs by 

the portable jammer.    

 

4.1 Node State Categorizations 

The state of the node within the MHWN must be 

detected after the successful identification of the jammer. 

Based on that the node’s state devised into i)Normal Node 

(NN), ii)Border Node (BN) and iii)Dormant Node (DN). 

The following algorithm is used to detect the node’s state 

in the concerned timeslot based on the Signal to Noise 

Ratio (SNR). The threshold value (P) is set based on the 

signal strength. If the node does not lose any of its 

neighbour node then it is Normal node during the specific 

trace period by the observing node. In case the observing 

node identifies the jammer then that particular node with 

SNR below the threshold and can’t participate in the 

communication is represented as the dormant node also if 

the node in the jammer region is represented as Border 

node if it does not lose any of its neighbor.  The count of 

Border nodes in this algorithm is represented as ‘K’. 

Algorithm1:  

Identification of Node’s State:  

If   N not found a jammer 

Then 

N=NN 

Else  

If  N= K &&  ON(SNR) > P 

Then 

N=NN 

Else if 

N≠K && ON(SNR )< P 

Then 

N=DN 

Else 

N=BN 

End 

End 

End 

For each period of time, a significant initial work 

i.e. the detection of dormant nodes due to the effect of 

jammer, traced the jammer’s attack and the localization of 

the jammer is done. There are many detection methods 

exists for detection of basic jammers.  Based on jamming 

attack at physical layer, many localization methods are 

available, which uses the signal strength computation like 

PDR etc. [25] Wei et al. 2017. 

 

4.2   Observing Node Selection and Handoff process 

To identify the portable jammer the proposed 

system, elects the exact observing node. This observing 

node identify the region or spot of the portable jammer at 

each of its tracing timeslot accurately by predicting the 

affected region with dormant nodes. It is necessary to 

dynamically regulate the observing nodes, as each 

observing nodes has only a limited observing area. An 

observing region denotes the region wherever it gets the 

jammer signal and discovers the jammer region. The 

Journal of Electrical Engineering ISSN 1582-4594 - Vol 22 No 1 (2022)

30



observer node is chosen in such a way as a node among 

the border nodes. The survival of more than one border 

nodes in this region is the critical issue, since all these 

nodes are ready to act as observing node by sending 

willing to act packet, that increases unwanted overhead. 

To overcome this Algorithm 2 is proposed. 

In this work the value of ‘K’ plays the major role 

where ‘K’ is the count of the border nodes in the particular 

time slot ‘t’. During this time period the observing node 

sends the hello packet to its neighbour node, in case of all 

the border nodes ‘K’ receive this hello packet, the nodes 

in this region are normal and hence they are active to 

participating in communication, in cased the value of ‘K’ 

decreased, it assures one or more than one nodes are 

affected. But before sending a hello signal to the border 

node if no other signal from the outside of the border is 

received by the observing node, then the current 

observing node cannot act as observing node further. In 

this situation new observing node should be nominated. 

The overhead of the observing node will be reduced by 

these procedures.  Figure. 3 represents the observing 

node’s activity. 

 
Figure. 3. Observing Node Activity 

Representation 

 Whenever the jammer begins to plot a route out 

of the current observing node’s observing region, the 

tracing task will be reallocated wisely by choosing the 

next observing node near to the jammer’s new location. 

Accordingly, the process of reallocating the duty of 

current observing node to the next newly elected 

observing node is known to be Handoff process. In the 

above figure 3 the O1 is acting as current observing node, 

it can able to monitor the jammer within its observing 

range. The portable jammer is shown in this figure which 

can able to move from the position P1 to P2. The current 

observing node has the capability to observe the jammer 

only up to P2 after that it won’t get the signal from 

jammer, hence the present observing node O1 can’t act as 

the observing node further. Based on the jammer 

movement the next observing node has to be chosen, here 

the next position of the jammer is predicted to be P3 

therefore the observing node should be chosen to be 

boundary node near to P3 location. Process of choosing 

the next observing node from the current i.e. O1 to O2, 

while doing this all the data collected during its period 

will be given to the next observing node O2. 

Algorithm 2: Selection of Observing node and 

Handover function:  

Observing Node Selection 

 If BN wants to act as ON 

   Set t_wait (between 0 to time before 

sending WILL_ON packet) 

 End 

 Sleep(t_wait) 

 If this BN doesn’t receive any other WILL_ON 

or ON_ENG within t_wait  

  Mark this node as ON 

 Else one or more WILL_ON 

  Select the ON with least time stamp  

  Mark this node as ON 

 Else ON_ENG received 

  Do Nothing 

 End 

 

Observing Node declaration 

If BN doesn’t received WILL_ON or ON_ENG 

within t_wait  

  Compose WILL_ON packet with its 

{Node id, Time Stamp} 

  Broadcast this WILL_ON to its 

neighbours 

  Wait for a period > t_wait  

  Compose ON_ENG packet with 

{INI_BRO packet’s id, Timestamp} 

  Broadcast the ON_ENG packet to its 

neighbor 

  Mark this node as ON 

Else 

  Mark this node as BN 

 End 

 

 Observing Node Handoff 

 If the ON’s RJSS is lower than threshold ‘a’ 

Calculate the moving direction and 

moving path based on its tracking record 

  Calculate target position’s coordinates 

Initiate Handoff process by making the concern 

node to initiate WILL_ON  

If succeeds then 

Send ON_ENG to its neighbour nodes 

Handover the records from precious ON 

to the present ON 
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Previous ON becomes border node 

End 

End 

 

In this algorithm 2 WILL_ON represents the 

packet willing to act as observing node, ON_ENG 

represents the packet which specify observing node 

engagement. These packets are passed into the MHWN 

nodes just like the transmission of hello packets in the 

network. 

 

4.3 Reliable Lookup Algorithm (RLA) for Packet 

Redirection 

Due to the prominent signal noise introduces in 

the channel because of the open nature of the medium the 

jammer localization become complicated RSS variation 

by this factor. Thereby efficiency of jammer localization 

will be reduced to some extent. To overcome this RLA 

algorithm is proposed. The threshold (β) value is set in 

this RLA which is the essential metric based on the level 

of signal strength which is 50% of the original RSS. The 

‘β’ value is fixed based on node hearing range as well as 

historical evidence on signal loss or path loss exponent 

information.  The progression in tracking the jammer 

attack is achieved by this threshold value. The observing 

node (ao,bo) estimated their channeling power (P) to 

calculate the position of each jammer node with its axis 

(aj, bj). If the concerned node relieves a higher level signal 

than the threshold value, then the erroneous node is 

discarded. The Figure 4 explains the request for 

destination and acknowledgement / replay packet format.  

 

 

Node_ID 

 

Time 

Slot 

 

(a,b) 

A*A(next 

region 

detail) 

Figure. 4. Packet Format for Des_Req  

 

In the Figure. 4 The Des_Req packet, the field 

(a,b) is coordinate spot of the destination. This packet 

format is adopted by [26] Wie et al. 2018 and the extra 

field A*A is added to obtain next region or next hop based 

on the concerned signal. The algorithm 1 is used to predict 

the node’s state and is noted in the table for every time 

slot. The node id list provides the information regarding 

node’s coordinates. Whenever the process of handoff is 

essential, these available nodes’s table list provides the 

signal strength details in order to make observing node 

handover process successful.  

This proposed mechanism is intended to redirect 

the data packets with the measured channeling strength 

obtained from the additional filed in the DES-REQ packet 

in the particular time slot thereby it act as the layer in the 

network. In this proposed mechanism, the packets are 

retransferred from the dormant region to the obtains next 

region or next hop A*A via observing node without 

dormant nodes by invoking border nodes which holds the 

node list containing the signal strength information and 

uses the information of the future path of this portable 

jammer by the observing node.     

The redirection of the packet using A*A 

additional field is explained in this following algorithm.  

 

Algorithm 3: RLA Algorithm 

Input: Available Maximum number of try Hmax 

 If Received Jammer Signal Strength RJSS < β 

 Evaluate the jammer node direction and trace the 

path 

 Calculate the destination axis spot 

If current ON’s present in the specified region  

 Evaluate the Destination node  

If the flag of A*A =1 then  

 Build a Des_Req packet to next A*A region   

 Transmit the Des_Ack packet to the nearest  

neighbour 

 Sleep upto the Time period  t_wait 

 Receive Des_Res packet and target node list 

Else 

 Call Algorithm 2 for Handover of ON 

If Handover succeeds  

 Perform the usual task of ON 

End 

//Packet diversion procedure 

Declare HON’=0 

If (HON’< H max) 

Build HO_REQ packet from the list 

 If (HO_ACK) packet is received 

 HON’=HON’+1 

Else return 

End 

End 

End 

In this algorithm HON’ represents Handover 

Node which performs handover of data from dormant area 

and HO_REQ represents packet for Handover Request 

and HO_ACK represents packet for Handover 

Acknowledge. The detail of the handover are carried by 

the additional A*A field. 
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5. Simulation and result analysis 

This section discusses about the simulation setup 

and the results obtained for the proposed work by using 

NS-3 simulator  

 

5.1. Simulator NS-3 

 The network was setup as per the details provide 

in Table 1. MHWN’s performance is evaluated under the 

proposed portable jammer using NS-3 simulator.  The 

nodes are spread over the entire area of the grid. The 

portable jammer considered here can travel the entire 

network and is fixed with an omni directional antenna that 

covers all the directions. The travelling path is divided 

into T = 50 separate timeslots.  

  

Log-Distance propagation loss model is an 

extension of the Friis free space model. It is used to 

predict the propagation loss for a wide range of 

environment which is referred from [20]. The log-normal 

shadowing introduces some kind of randomness into the 

received signal power.  

 

Table 1. Simulation Parameters (Setup of MHWN) 

 

Notation Meaning Parameter 

RP Routing Protocol  DSR 

TS Topology Size Grid  

(N×N) 

where N is from 

10 to 20 

GD Grid Distance 1200 m 

NN Number of Nodes 900 

SN_ID Source Node ID #N6 

DN-ID Destination Node ID #9 

FT Flow Type HTTP 

PR Packet Rate 20 pkt/sec 

D Duration 20 sec 

NP Number of packets 200 

PS Packet Size 1088 bytes 

MAC Physical address IEEE 802.11b 

WIM Wireless Interface 

Mode  

Ad hoc 

PLM Propagation Loss 

Model  

Log-distance 

Path Loss 

Model 

PDM Propagation Delay 

Model 

Constant Speed 

Model 

S Simulator Version  ns-3.11-RC2 

L Deployment range of 

wireless network 

1600 m 

 PT Transmitting  power 

of MHWN node 

46.67 dBm 

 

PJ Transmitting power 

of the portable 

jammer 

46.67 dBm 

 

PN Power of Noise −60dBm 

 

G Gain of transmitter 

and receiver 

1 

 

N Path loss exponent 3 

 

Μ Mean of shadow 

shading 

0 

Σ Standard deviation of 

shadow shading 

1 

 

 

5.2. Experimental results 

As per the Table 1 the simulation setup, using this 

the simulation was done for portable jammer localization 

and tracing its path followed by packet diversion in the 

dormant region for achieving better packet delivery rate. 

Figure 5 shows the arrangement of various nodes in the 

simulation environment present in the network, as well as 

the portable jammer moving path. 
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Figure. 5. Arrangement for Simulation 

 

5.3 Measurement Estimate.  

The localization of the jammer and the accuracy 

in path tracing is the primary measure requirement for 

validating the result. It represents the exactness of the  

jammer’s original location  and estimated location in each 

timeslot. 

This was classified as three parts i) based on the 

position ii) based on the area iii) based on the distance. 

The proposed system uses the metrics based on position. 

In order to minimize error AMAE (Adapted Mean 

Absolute Error) must be computed. According to 

proposed system at ith time slot, the simulation the 

Portable Jammer is marked as PJ i.e. (aj,bj) and Observing 

Node ON i.e. (ao,bo). The portable jammer position is 

represented as PJ1
i...............PJn

i , respectively. If it is M 

observing nodes present in the every time slot ‘i’ then it 

is represented as 
                                        M             j 

AMAEi = 1 / M ∑ (||ON||)              (4) 
                                      

j=1             i 

 

The figure 6 shows that the traced jammer 

position can be robust with the original jammer location 

of the jammer in each timeslot. The figure 6 shows the 

result of the traced path for portable jammer obtained by 

average of every observing node traced value. In this 

graph the X axis represent the time slot where as the Y 

axis specifies the node position.   

 

 
Figure. 6. Proposed Tracing Scheme 

 

5.3 Packet Transmission under Portable Jammer 

 

Figure 7 shows the simulation result for the 

packet transmission under portable jammer using RLA as 

well as with usual technique without RLA adoption. The 

graph is obtained by varying the number of nodes present 

in the MHWN considered in x axis and number of packets 

transmitted in y axis where the total packets consider for 

transmission are 20 packets/Sec. 

 
Figure. 7. Packet Transmission under 

Portable Jammer 

 

6. CONCLUSION AND FUTURE WORK 

The proposed work localizes the portable jammer 

as well as trace its path efficiently which the existing 

static jammer localizations mostly fails. The proposed 

RLA divert the data from the jammed region after 

localizing jammer, thereby the data packets reach its 

destination node. The proposed system selects the 

observing node first, and then identifies the location of the 

jammer followed by tracing its path is done. In case the 
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present observing node can’t sense the jammer then 

handoff process will be achieved in order to elect the next 

observing node, this is achieved by signal strength 

degradation. The simulation results show the tracing path 

of jammer as per these steps. This result showcases that 

the proposed algorithms have done it by efficiently traced 

portable jammer meanwhile it also predicts the next hop 

neighbour or next region information without signal 

degradation as A*A. Thereby proposed RLA algorithm 

redirects the data packet transmission. Simulation results 

compares and shows the packet delivery rate is achieved 

in the case of adopting RLA algorithm as well as with the 

usual transmission case. In future the work will focus on 

considering portable jammer with varying speed as well 

as diverting the data by considering the energy level of 

the nodes and path length there by further packet 

transmission can be improved. 
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Abstract: This paper deals with direct torque control based on 

space vector modulation strategy of a double star induction 

machine supplied by two three-level diode-clamped inverters. 

This type of inverters has several advantages over the standard 

two-level inverter, such as lower voltage stress on power 

switches and less harmonic distortion in voltage and current 

waveforms. However, a very important issue in using a diode 

clamped inverter is the ability to guarantee the stability of the 

DC-link capacitors voltages. This drawback can be solved in

satisfactory way by using multilevel space vector modulation

technique equipped by a balancing strategy. Simulations results

are given to show the effectiveness of the proposed control

approach.

Key words: Double Star Induction Machine; Three-Level 

Inverter; Direct Torque Control; Space Vector Modulation; 

DC-voltages balancing strategy.

1. Introduction

For many years, electrical drives are founded on the 

traditional three-phase machines.  However, when enhancing 

power capabilities of the drive is considered, multiphase 

machine drives are potentially recommended. In fact, 

multiphase drives are useful for large systems such as naval 

electric propulsions systems, locomotive traction and 

electrical vehicles applications [1, 2]. 

A multiphase drive has more than three phases in the stator 

and the same number of inverter legs is in the inverter side. 

The main advantages of multiphase drives over conventional 

three-phase drives include increasing the inverter output 

power, reducing the amplitude of torque ripple and lowering 

the DC-link current harmonics [3]. 

One way to perform multiphase machines is to use double star 

technology. Indeed, in double star machine two sets of three-

phase windings spatially phase shifted by 30 electrical 

degrees are implemented in the same stator. Two common 

examples of such structures are the double star synchronous 

machine and double star induction machine (DSIM) [4].  

Normally two two-level inverters are indispensable for 

double star electrical drives. However, for high power 

applications multilevel inverters are often required. Many 

multilevel topologies have been developed [5], among them, 

the diode-clamped topologies (DCI), which can reach high 

output voltage, and high power levels with higher reliability 

due to its modular topology [6]. However, the unbalance of 

the input DC voltages constitutes the major limitation facing 

the use of this kind of power converter. Several methods are 

proposed to suppress the unbalance of DC-link capacitors 

voltages. Some of these methods are based on adding a zero 

sequence or a DC-offset to the output voltage [7]. Addition 

of auxiliary power electronics circuitry is another solution 

used to redistribute charges between capacitors [8]. SVM 

based DC capacitors voltages balancing method, which 

exploits the switching vectors redundancy to mitigate DC 

capacitors voltages drift, is one of the prominent solutions 

proposed in the literature to face this type of issues [9]. 

The multilevel direct torque control (DTC) of the multiphase 

machine has become an attracting topic in research and 

academic community over the past decade. This control is 

characterized by its good dynamic performances and 

robustness, because it requires no current regulators, no 

coordinate transformation and depends only on stator 

resistance [10]. This drives control utilizing hysteresis 

comparators suffers from high torque ripple and variable 

switching frequency. One common solution to those 

problems is to use the space vector modulation [11]. 

In this paper, a multilevel DTC-SVM with balancing strategy 

based on the switching states redundancy is proposed in 

order not only to improve the DSIM based drive performance 

but also to balance the DC-link capacitors voltages. 

The remainder of this paper is structured as follows: in 

Section 2, the DTC-SVM with voltage balancing strategy 

scheme is presented. The model of the DSIM is presented in 

section 3; a suitable transformation matrix is used to develop 

a simple dynamic model. The proposed three-level DCI is 

presented in section 4. Section 5 is reserved to DC capacitor 

voltages balancing strategy. The DTC-SVM strategy is 

presented in section 6. The advantages of the proposed 

control system are shown by simulation results in section 7. 

2. Structure of the Proposed Multilevel DTC-SVM

Equipped by a Voltage Balancing Strategy

The general structure of the double star induction machine 

fed by two three-level inverters and controlled by direct 
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torque control based on space vector modulation with 

balancing strategy is represented in Fig. 1. 
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Fig. 1. DTC-SVM with balancing strategy of DSIM (with i=1, 2, 3, 4). 

3. Double Star Induction Machine Modeling

The stator voltage equations can be expressed as: 

1 1 1

1 1 1

1 1 1

2 2 2

2 2 2

2 2 2

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

sa s sa sa

sb s sb sb

sc s sc sc

sa s sa sa

sb s sb sb

sc s sc sc

v R i

v R i

v R i d

v R i dt

v R i

v R i

φ
φ
φ
φ
φ
φ

       
       
       
       

= +       
       
       
       
              

(1) 

The rotor voltage equations can be expressed as: 

0 0 0

0 0 0

0 0 0

r ra ra

r rb rb

r rc rc

R i
d

R i
dt

R i

φ
φ
φ

       
       = +       
              

(2) 

with 

1 1 1,  ,  sa sb scv v v : Stator voltages of the first winding; 

2 2 2,  ,  sa sb scv v v : Stator voltages of the second winding; 

1 1 1,  ,  sa sb sci i i  : Stator currents of the first winding; 

2 2 2,  ,  sa sb sci i i : Stator currents of the second winding; 

,  ,  ra rb rci i i  : Rotor currents; 

1 1 1,  ,  sa sb scφ φ φ
 
 : Stator flux of the first winding;

2 2 2,  ,  sa sb scφ φ φ  : Stator flux of the second winding;

,  ,  ra rb rcφ φ φ  : Rotor flux; 

The DSIM stator voltage equation (1) can decomposed into 

three subsystems ( , )α β ,
1 2( , )z z and 

3 4( , )z z , using the 

following transformation: 

[ ][ ]1 2 3 4

T

s s z z z z s
X X X X X X A Xα β  =   (3) 

with 

[ ] [ ] [ ]1 2 1 1 1 2 2 2

T T

s s s sa sb sc sa sb sc
X X X X X X X X X= =

where Xs can refer to stator currents vector, stator flux vector, 

or stator voltages vector. 

The matrix A is given by: 

[ ]

( ) ( )

( ) ( )

( ) ( )

( )

2 4 2 4
cos 0 cos cos cos cos cos

3 3 3 3

2 4 2 4
sin 0 sin sin sin sin sin

3 3 3 3

4 2 51
cos 0 cos cos cos cos cos

3 3 3 33

4
sin 0 sin

3

A

π π π πγ γ γ

π π π πγ γ γ

π π π ππ γ γ γ

π

       + +       
       

       + +       
       

       − − −=        
       

 

 

( )2 5
sin sin sin sin

3 3 3

1 1 1 0 0 0

0 0 0 1 1 1

π π ππ γ γ γ

 
 
 
 
 
 
 
 
 
 

      − − −            
 
 
  

(4) 

The voltage stator and rotor equations in stationary reference 

frame can be expressed as: 

s

s s s

s

s s s

d
v R i

dt

d
v R i

dt

α
α α

β
β β

φ

φ

 = +

 = +


 (5)

with 

,  
s s

v vα β : The -α β  components of stator voltage;

,  
s s

i iα β  : The -α β  components of stator current;

,  
s sα βφ φ : The -α β  components of stator flux;

The stator voltage equations in the stator flux reference 

frame are given by: 

sx

sx s sx sy

sy

sy s sy sx

d
v R i p

dt

d
v R i p

dt

φ φ

φ
φ

 = + − Ω

 = + + Ω


(6) 

with 

,  
sx sy

v v : The x-y components of stator voltage; 

,  
sx sy
i i  : The x-y components of stator current; 

,  
sx sy

φ φ : The x-y components of stator flux;

The electromagnetic torque generated by the DSIM is: 

( )em sx sy sy sx
T p i iφ φ= −  (7) 

4. Three-Level DCI Modelling

The structure of a three-level diode-clamped inverter is 

shown in Fig. 2. Each leg is composed of two upper and 

lower switches with anti-parallel diodes. Two series DC-link 

capacitors split the DC-bus voltage in half, and six clamping 
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diodes confine the voltage across the switches within the 

voltage of the capacitors, each leg of the inverter can have 

three possible switching states; 2, 1 or 0 [7].  
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Fig. 2. Three-level DCI (k=1 for the first inverter and k=2 for the 

second inverter). 

Functions of connection are given by: 

2 1 2

1 3 2

. ,   , ,

.

xk xk xk

xk xk xk

F s s x a b c

F s s

= =
 =                                               

(8) 

The phase voltages vak, vbk, vck can be written as:  

2 2 2 1 1 1

1 2

2 2 2 1 1 1

1

2 2 2 1 1 1

2 2

2 2

2 2

ak ak bk ck ak bk ck

c c

bk bk ak ck bk ak ck

c

ck ck ak bk ck ak bk

v F F F F F F

v F F F F F F

v F F F F F F

υ υ
υ

− − − −   
+    = − − − −     

    − − − −                  

(9) 

The space vector diagram of a three-level inverter is showed 

in Fig. 3. The 27 switching states of three levels inverter 

corresponds to 19 different space vectors. These vectors have 

different effects on neutral point voltage variations [7]. 
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Fig. 3. Space vector diagram showing switching states for the three-

level DCI. 

In order to simplify three-level SVM algorithm, the reference 

voltage vector is only synthesized by the three basic voltage 

vectors within the minimum equilateral triangular area in 

which the reference voltage vector is located.  

- Determination of the sector numbers 

The reference vector magnitude and its angle are determined 

from: 

2 2

-1tan2

refk ref k ref k

ref k

k

ref k

u u u

u

u

α β

β

α

ϑ

 = +

  

=  
  

                                                   (10) 

The sector numbers 1-6 is given by: 

}{1,  2,  3,  4,  5,  6
/ 3

k k

nS ceil
ϑ

π
 = ∈ 
 

                               (11)
 

where ceil is the C-function that adjusts any real number 

to the nearest, but higher, integer [e.g. ceil (3.1) =4], (n=1,…, 

6). 

- Identification of the triangles 

The reference vector is projected on the two axes making 60
o
 

between them. In each sector 
k

n
S , its components 1

k
nS

refku and 

2

k
nS

refku are given by: 

1

2

1
2 cos( ( 1) ) sin( ( 1) )

3 33

2
2 sin( ( 1) )

33

k
n

k
n

S k k

refk k k n k n

S k

refk k k n

u M S S

u M S

π πϑ ϑ

πϑ
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The modulation factor Mk is given by: 

2 / 3

refk

k

dc

u
M

v
=                                                                 (13) 

In order to determine the number of the triangle in a sector 

,
k

nS  the two following numbers are to be defined: 

1 1

2 2

int( )

int( )

k k
n n

k k
n n

S S

k refk

S S

k refk

l u

l u

=

=
                                                                 (14)

 

where int is a function which gives the whole part of a given 

real number. 

Fig. 4 presents the projection of urefk in the first sector. 
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Fig. 4. First sector corresponding to the space voltage vectors of a 

three-level inverter. 

In a reference frame formed by the two vectors 
1

k
nS

refku and

2

k
nS

refku the coordinates of the tops Ak, Bk, Ck and Dk are given

by: 

( )
( )
( )
( )

1 2

1 2

1 2

1 2

1 2

1 2

1 2

1 2

,  ,  

,  1,  

,  ,  1

,  1,  1

k kS S k kn n
q q n n

k k

k k
S S k kn n
q q n n

k k

k k
S S k kn n
q q n n

k k

k k
S S k kn n
q q n n

k k

S S

A A k k

S S

B B k k

S S

C C k k

S S

D D k k

u u l l

u u l l

u u l l

u u l l

∆ ∆

∆ ∆

∆ ∆

∆ ∆

  = 
 

  = + 
 

  = + 
 

  = + + 
 

 (15) 

The following criteria (16) and (17) determine if the 

reference vector is located in the triangle formed by the tops 

Ak, Bk and Ck or in that formed by the tops Bk, Ck and Dk. 

urefk  is in the triangle AkBkCk if: 

1 2 1 2 1
k k k k
n n n nS S S S

refk refk k ku u l l+ < + +   (16) 

urefk  is in the triangle BkCkDk if: 

1 2 1 2 1
k k k k
n n n nS S S S

refk refk k ku u l l+ ≥ + +   (17) 

- Calculation of application times

If tops xk, yk, zk corresponding has Ak, Bk, Ck, respectively, the 

application times are calculated by: 

( )
( )

1 1

2 2

kS k kn
q n n

k

k
S k kn
q n n

k

k k k
S S Sn n n
q q q

k

S S

y refk k s

S S
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t u l T

t u l T

t T t t
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∆ ∆ ∆
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= −

 = − − 
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 (18) 

where , ,
k k kS S Sn n n

q q q

k k kx y z
t t t

∆ ∆ ∆
are the application times of the vectors

, ,
k k kS S Sn n n

q q q

k k kx y z
u u u

∆ ∆ ∆
, respectively; 

 xk, yk and zk  are the tops of Ak, Bk, Ck respectively, q=1,…,4. 

5. Voltage Balancing Approach

The total energy of the two condensers is given by: 

2
2

1

1

2
y cy

y

W C υ
=

= ∑ (19)

Based on appropriate selection of redundant vectors [4], W 

can be minimized (ideally reduced to zero) if the capacitor 

voltages are maintained at voltage reference values of 2E . 

Assuming that all capacitors are identical, C1=C2=C, the 

mathematical condition to minimize W is: 

2 2

1 1

cy

cy cy cy

y y

ddW
C i

dt dt

υ
υ υ

= =

= ∆ = ∆∑ ∑ (20) 

where
cyυ∆ is the voltage deviation of capacitor

yC ,

( 2)cy cy Eυ υ∆ = − and
cyi is the current through capacitor

.yC The capacitor currents 
cyi in (20) are affected by the DC-

side intermediate branch currents
2ki and

1 ki . These currents 

can be calculated if the switching states used in the switching 

pattern are known. Thus, it is advantageous to express (20) in 

terms of 
2ki and

1 ki . The DC-capacitor current is expressed 

as: 
2

2 1 1

1

c c k

k

i i i
=

= +∑  (21) 

Considering a constant DC-link voltage 

2

1

0cy

y

υ
=

∆ =∑   (22) 

From (22) it is possible to deduced the following equation

2

1

0cy

y

i
=

=∑  (23) 

Solving (21) and (23), yields 

2 2 2 2

1 1 1

1

2
cy km km

m k m y k

i m i i
= = = =

   = −   
   

∑ ∑ ∑ ∑ (24)

where m=1, 2. 

By substituting icy into (20), the following condition to 

achieve voltage balancing is deduced: 

2 2 2 2 2

1 1 1 1

1
0

2
cy km km

y m k m y k

m i iυ
= = = = =

    ∆ − ≤    
    

∑ ∑ ∑ ∑ ∑ (25) 

By substituting 
2cυ∆ , calculated from (23), in (25) it yields
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2

1 1

1

0
c k

k

iυ
=

 ∆ ≥ 
 
∑ (26) 

Applying the averaging operator, over one sampling period, 

to (26) results in: 

( )1 2

1 1

1

1
0

K T

c k

KT k

i dt
T

υ
+

=

 ∆ ≥ 
 

∑ ∑ (27) 

Assuming that the capacitor voltages can be assumed as 

constant values over one sampling period and consequently 

(27) is simplified to:

( 1) 2

1 1

1

1
( ) 0

K T

c k

kKT

K i dt
T

υ
+

=

  ∆ ≥     
∑∫ (28) 

From (28), the final form of the cost function is given by: 

2

1 1

1

( ) ( )
k c k

k

W K i K dtυ
=

 = ∆  
 
∑ (29) 

where 1( )c Kυ∆ is the voltage drift of C1 at sampling period

K, and 1( )
k

i K is the averaged value of the first DC-side 

intermediate branch current. Current 1( )
k

i K should be 

computed for different combinations of adjacent redundant 

switching states over a sampling period and the best 

combination which maximizes (29) is selected. If the 

reference vector is in the triangle
k
nS

q
∆ (i=1,…,6, q=1,..,4), and

, ,
k k kS S Sn n n

q q q

k k kx y z
t t t

∆ ∆ ∆
are the vectors application times presented in 

figure 2,  the current 
1

 
k
nS

k
i is expressed by: 

1 1 1 1

1 k k kS S Sk k k k n n n
q q qn n n n

k k k k k k

T

S S S S

k x y z x y z
i i i i t t t

T

∆ ∆ ∆  =     
 (30)

where 1 1,
k k
n n

k k

S S

x yi i and 1

k
n

k

S

zi  are the charging currents to the states 

of commutation xk, yk and zk in the triangle
k
nS

q∆ minimizing

the cost function W. 

6. Direct Torque Control Based on Space Vector

Modulation 

The main idea behind the DTC-SVM control strategy is to 

force the torque and stator flux to follow their references by 

applying in one switching period several voltage vectors. 

This control algorithm uses prefixed time intervals within a 

cycle period and in this way a higher number of voltage 

space vectors can be synthesized with respect to those used 

in basic DTC technique [11]. 

The stator voltage can be estimated using equation (31) as 

follows: 

[ ] 1

2

ˆ ˆ

ˆ ˆ

s s

s s

v v
A

v v

α

β

   
=   

  
(31) 

with [ ] [ ]1 1 1 1 2 2 2 2
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ,s sa sb sc s sa sb scv v v v v v v v= =

The presented control strategy is based on simplified stator 

voltage equations described in stator flux oriented x-y 

coordinates. The rotation transformation (32) transforms 

command variables in stator flux reference frame x-y to the 

stationary reference -α β :

[ ] [ ]
* ** *

1 2

* ** *

1 2

( ) ,  ( )
sx sxs s

s s

sy sys s

v vv v
P P

v vv v

α α

β β

θ θ γ
      

= = −      
            

  (32) 

with 

[ ] cos( ) sin( )
( )

sin( ) cos( )

s s

s

s s

P
θ θ

θ
θ θ

− 
=  
 

Since the stator flux is along the x-axis, it results in 0syφ =
and

sx s
φ φ= . The presented control strategy is based on

simplified stator voltage equations described in stator flux 

oriented x-y coordinates: 

The stator voltage equations in x-y frame are: 

s

sx s sx

sy s sy s s

d
v R i

dt

v R i

φ

ω φ

 = +

 = +

(15) 

The torque expression is simplified to: 

ˆˆ
em s syT p iφ= (16) 

7. Simulation results

To verify the validity of the proposed controller, the system 

was simulated using the DSIM parameters given in 

Appendix. The DC side of the inverter is supplied by a 

constant source 600V. The simulation results are obtained 

using the following DC-link capacitors values C1 = C2 = 

1mF. 

The obtained results are presented in Figs. 5 and 6 for the 

DTC-SVM without balancing strategy and that with 

balancing strategy, respectively. The DSIM is accelerated 

from standstill to reference speed 100 rad/s. The drive is 

simulated with load torque (TL=10N.m), afterwards a step 

variation in the rated load (TL = -10N.m) as well as a speed 

inversion from 100rad/s to -100rad/s are introduced at 0.8s. 
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Fig. 5. Dynamic responses of the three-level DTC-SVM without 

balancing strategy for DSIM. 

Fig. 5. Dynamic responses of the three-level DTC-SVM with 

balancing strategy for DSIM. 
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Note that the both proposed controls schemes present an 

excellent performance in terms of starting, rejection of 

disturbance and speed tracking. Also, the decoupling 

between the stator flux and electromagnetic torque is 

maintained in both configurations, confirming the good 

dynamic performances of the developed multiphase drive 

systems. 

Referring to Fig. 5, it appears that the capacitor voltages 

given by vc1 and vc2 are deviating from their reference 

voltage value (vdc/2). This result shows the problem of the 

unbalance capacitor voltages and its consequence on 

electromagnetic torque and stator flux harmonics rate. In 

order to improve the performance of the previous system, a 

three-level DTC-SVM based on balancing mechanism is 

proposed. 

As expected in Fig. 6, the proposed solution is very efficient 

to solve the above-mentioned instability problem. As result, 

each capacitor voltage merged with its reference voltage 

value. Consequently, the torque and flux ripples decreases 

considerably using the proposed balancing strategy. 

8. Conclusion

In this paper, an effective three-level DTC-SVM of DSIM is 

presented. The idea behind this control method is to gather 

the merits of the well-known DTC and those of the SVM 

equipped by a balancing strategy in the aim to improve the 

performance of the overall multiphase drive.    

From the obtained simulation results, it is pointed out that the 

robustness of the controlled DSIM drive against speed and 

load torque variations is guaranteed. On the other hand, to 

take full benefit of multilevel DCI inverter, the proposed 

control method is endowed by a suitable balancing strategy 

able to ensure the stability of DC-link capacitor voltages. The 

simulation results confirm that the proposed direct torque 

control based on space vector modulation scheme with 

balancing strategy achieves a fast electromagnetic torque 

response with low torque ripples, in comparison to that 

control scheme without balancing strategy. Moreover, it 

performs well under various condition variations such as 

sudden change in the speed reference, speed reversion 

operation, and step change of the load torque. 
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9. Appendix

The parameters of DSIM are given in Table 1. 

Table 1. DSIM parameters. 

1kW, 2 Poles, 220V, 50 Hz

Quantity Symbol Value 

Stator resistance 
sR 4.67 Ω

Rotor resistance 
rR 8 Ω

Stator inductance 
sL 0.374 H

Rotor inductance 
rL 0.374 H

Mutual inductance M 0.365 H

Inertia moment J 20.003 kgm

11. References

1. Levi E., "Multiphase Electric Machines for Variable-Speed

Applications," IEEE Transactions on Industrial Electronics,

Vol. 55, No. 5, 2008, pp. 1893-1909.

2. Riveros, B. Bogado, J. Prieto, F. Barrero, S. Toral, and M. Jones,

"Multiphase Machines in Propulsion Drives of Electric

Vehicles," International Power Electronics and Motion Control

Conference, Ohrid, Macedonia, September 2010, pp. 201-206.

3. Abuishmais I., Arshad W., and Kanerva S., "Analysis of VSI-

DTC Fed 6-phase Synchronous Machines," IEEE International

Power Electronics and Motion Control Conference, December

2009, pp. 867-873.

4. Oudjebour Z., Berkouk E., and Mahmoudi M., "Stabilization by

New Control Technique of the Input DC Voltages of five-level

Diode-Clamped Inverters Application to Double Star Induction

Machine," International Symposium on Environment-Friendly

Energies and Applications, Newcastle upon Tyne, UK, 25-27

June 2012, pp. 541-544.

5. Singh B., Mittal N., Verma D., Singh D., Singh S., Dixit R.,

Singh M., and Baranwal A., "Multi-Level Inverter: a Literature

Survey on Topologies and Control Strategies," International

Journal of Reviews in Computing, Vol. 10, 2012, pp. 1-16.

6. Saeedifard M., Iravani R., and Pou J., "Control and DC-Capacitor

Voltage Balancing of a Space Vector-Modulated Five-Level

STATCOM," Institution of Engineering and Technology, IEEE 

Transaction on Energy Conversion, Vol. 2, No. 3, 2009. pp. 

203-215.

7. Pan Z., Peng F., Corzine K., Stefanovic V., Leuthen j., and

GataricS., "Voltage Balancing Control of Diode-Clamped

Multilevel Rectifier/Inverter Systems," IEEE Transactions on

Industry Applications, Vol. 41, No. 6, 2005, pp. 1698-1706.

8. Chibani R., Berkouk E., and Boucherit M., "Five-Level NPC

VSI: Different Ways to Balance Input DC Link Voltages,"

Elektrika, Vol. 11, No. 1, 2009, pp. 19-33.

9. Saeedifard M., Iravani R., and Pou J., "Analysis and Control of

DC-Capacitor-Voltage-Drift Phenomenon of a Passive Front-

End Five-Level Converter," IEEE Transactions on Industrial

Electronics, Vol. 54, No. 6, 2007, pp. 3255-3266.

10. Wenhao C., and jiangxia C., "Speed Identification Method in

Direct Torque Control of Asynchronous Machine Based on

Neuron Network Theory," IEEE, International Conference on

Computer Application and System Modeling, Taiyuan, China,

October 2010, pp. 133-136.

11. Hassankhan E., and Khaburi D., "DTC-SVM Scheme for

Induction Motors Fed with a Three-level Inverter," World

Academy of Science, Engineering and Technology, Vol. 44,

2008, pp. 168-172.

Journal of Electrical Engineering ISSN 1582-4594 - Vol 22 No 1 (2022)

43



DESIGN AND IMPLEMENTATION OF FLYBACK CONVERTER WITH 

SYNCHRONOUS RECTIFICATION FOR SATELLITE ELECTRIC POWER SYSTEMS 

RAVICHANDRAN CHINNAPPAN    

Design, Centum Electronics Ltd, Bangalore, India, ravichandranc@centumelectronics.com 

BHOOPENDRA KUMAR SINGH  

Design, Centum Electronics Ltd, Bangalore, India, bksingh@centumelectronics.com 

VINOD CHIPPALKATTI 

Design, Centum Electronics Ltd, Bangalore, India, vinod@centumelectronics.com 

Abstract: The DC-DC switching mode converter for an 

electric power system (EPS) to provide a regulated voltage 

is one of the important components of a satellite mission 

and subsystem. The flyback converter is one of the most 

attractive isolated converters in SMPS applications because 

of its simple configuration, less component count and cost 

effectiveness. This present work describes the recent EPS 

structure and implementation of flyback converter based on 

self-synchronous rectification with suitable choices of 

interface driver with secondary side, as it features a low 

cost and high efficiency. The steady-state analysis and 

operating principle of the synchronous rectifier flyback 

converter is presented. The characteristics of a 50W (5V, 

10A) output prototype converter are implemented and 

verified experimentally with a 20 V to 45 V maximum power 

point tracking (MPPT) based photo voltaic (PV) dc-dc 

converter output. This presented design illustrates an 

example for a future space-grade isolated intermediary bus 

converter of commercial communication satellites. The 

various design factors for space applications are considered 

while designing and are implemented successfully.  

Key words: EPS, PV, MPPT, SMPS, Flyback, Synchronous 

Rectifier, PWM controller, Space, Driver  

1. Introduction

In most of the low wattage isolated SMPS

applications, the single-stage Flyback converter is 

extensively used because of its simple structure and 

low cost [1],[2]. This converter is a very attractive 

solution due to the absence of output filter inductor 

and transformer reset circuit and employing only one 

power switch and output rectifier diode. However, the 

design with low magnetizing inductance can minimize 

the transformer size but increases the primary peak 

current which intern increases the switch turn off loss 

and conduction loss [2]. The high conduction losses of 

the output rectifier diode result in low power 

conversion efficiency.   

Hence to minimize both switching losses on the 

primary switch and conduction losses on the secondary 

rectifier diode, certain techniques of improvement 

such as using synchronous rectifier on secondary side 

is widely used [3],[4]. The present works employ 

design and implementation of synchronous rectifier 

flyback converter to achieve high conversion 

efficiency for space applications. The increased use of 

ultra-low drain source resistance, Rds(on) MOSFETs 

based synchronous rectification has an attractive 

solution than passive Schottky rectification [5],[6],[7]. 

It is proved that for less than 40A, synchronous 

rectifiers have less conduction loss than Schottky 

diodes.  

The topologies of synchronous rectifier flyback 

converter can be classified based on control method as 

primary isolated gate drive control and self-driven 

control based synchronous rectifier.   

The self-driven control-based topology is a 

widely used feature as it requires simple gate driving 

logic, absence of complex control circuits, cost-

effective solution and can be easily realized by 

additional winding or through self-synchronous driver 

circuit [8]. However, the control timing is not accurate 

in the self-driven synchronous rectifier driver circuit. 

Hence the improvement of the system efficiency is 

limited, and it is mainly used in low frequency 

applications. In this mode of operation, when the 

primary switch is turned on, the gate to source voltage 

across the secondary synchronous switch is negative 

and hence it is turned off. Similarly, when the primary 

switch is turned off, the gate to source voltage across 

the secondary synchronous switch is positive and 

hence it is turned on.  

External gate control drive synchronous rectifier 

is a very common topology with improved control 

accuracy and increased circuit complexity. The 

efficiency of the converter is sensitive to the dead time 

and is greatly affected due to conduction of body 

diode. Hence the dead time is maintained shortly to 

minimize the turn on time of body diode but increases 

the control complexity and cost.  
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The main objective of the presented paper is to 

design and implement an efficient method of 

synchronous rectifier flyback converter by using an 

analogue integrated circuit. The designed converter is 

used for satellite EPS power distribution converter 

[15],[16],[17]. The goal of the design is to demonstrate 

that an optimized distributed EPS can be realized such 

that the efficiencies of the distributed power dc-dc 

converter design are not significantly different than the 

inherently non-optimized converters [18].  

The proposed structure of the EPS system is 

presented in section 2. Brief description and analysis 

of the MPPT dc-dc converter system is given in 

section 3. Section 4 describes the proposed dc-dc 

flyback converter, and their steady analysis. Section 5 

illustrates the design criteria of the flyback converter. 

Section 6 presents the simulation details and 

experimental hardware prototype results of the 

synchronous rectifier flyback converter. Finally, the 

conclusion is presented in section 7.  
  This presented work has focused into following 

important contributions, 
1) A new variation of a PV-MPPT dc-dc flyback

converter integration system for satellite EPS.
2) The application of MPPT dc-dc converter with

improved dynamic response controller.
3) The dynamic interaction among the MPPT

controller, dc-dc flyback converter and loads.
4) Mitigation of low frequency bus voltage

oscillations reflecting to the PV bus.

Figure 1. EPS architecture 

Figure 2. MPP Operation of PV Array 

Figure 3. Tracked PV current  and PV voltage 

Figure 4. Tracked PV current  and PV voltage 

2. DESCRIPTION OF THE PROPOSED
STRUCTURE OF EPS SYSTEM

     The proposed structure of the satellite EPS 
system shown in Figure 1 are the PV source used to 
convert the solar energy to electrical energy, MPPT 
converter for power regulation and control, energy 
storage (ES) system typically rechargeable batteries 
and power distribution system. The power distribution 
system of a typical dc-dc converter is considered as a 
part of the EPS in modern satellite systems. High 
efficiency MPPT converters based on fixed frequency 
nonlinear controllers are used for regulation and 
control [14],[17].   

   The MPPT architecture consists of a dc-dc 

regulator usually buck, boost or buck boost converter 

between the PV array and the loads. The MPPT 

converter regulates the voltage (Vpv) and current (Ipv) 

extracted from the array such that it maintains its 

Maximum Power Point called as (MPP). Advantages 

of this MPPT based architecture is that the PV array 

can be decoupled from the load, permitting simpler 

array designs.  

    To utilize the energy provided by the PV panel 

maximally, its operating point must be kept at the 

maximum called MPP as represented in Figure 2. 

From Figure 2 the point near the knee of the I-V curve 

is called the MPP in which the voltage and current at 
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the MPP are designated as Vm and Im. Figure 3 shows 

the illustration of MPPT architecture with tracking 

performance of PV current and PV voltage with 

different environmental conditions. Similarly Figure 4 

shows the tracked PV voltage and converter output 

voltage (typical 24V to 70V bus system) under 

different environmental conditions. The bus voltage is 

unregulated during the eclipse portion of the orbit. The 

battery state of charge regulates the bus voltage for 

this time period. 

  This bus voltage is further regulated down to the 

different voltage levels and is distributed to the various 

loads of the satellite and power required by modern 

electronic components.  

 

3. DESCRIPTION OF MPPT DC-DC 

CONVERTER    

The dc-dc converters are widely employed to 

“match” the load impedance to the panel equivalent 

impedance to maximize the power drawn from the PV 

panel. Power circuit diagrams of the MPPT boost 

converter shown in Figure 1, includes PV module 

voltage VPV, input capacitor Cin, inductor L, power 

switch S1, output capacitor Co, diode Do and load 

impedance.  

       During the on condition of power switch S1 shown 

in Figure 5 (a), the input PV voltage source VPV 

supplies energy to the inductor L and the diode Do is 

reverse biased. Also, the increase in supply current 

flows through the inductor L, capacitor Co and releases 

energy to output load terminals.      

During the off condition of power switch S1 shown 

in Figure. 5 (b) the diode Do is forward biased due to 

the energy stored in the inductor L. The input PV 

voltage source VPV, and the inductor L supply energy 

to load terminal through the capacitor Co and the diode 

Do.          

3.1 Gain of the Boost Converter         

      The voltage on capacitor Co can be derived from 

energy balance on inductor L during on and off periods 

of switch S1 and can be written as:   
   

0 0

1 1
( )

offon
tt

PV O PVV dt V V dt
T T

= − 
                           (2.4)

 

(1 )

0 0

1 1
( )

d TdT

PV O PVV dt V V dt
T T

−

= −   

1

(1 )
O PVV V

d
=

−
                                                                         

(1)

               

 

where d is duty cycle of boost converter.                       

  
Figure 5. Steady-state Operating Modes of Boost 

converter (a) S1 ON (b) S1 OFF 

 

 
 

Figure 6. Functional block of a flyback converter 

with synchronous rectification 
 

 

Figure 7(a). Mode 1 operation (T1 is on and T2 is 

off). 

 

Figure 7(b). Mode 2 operation (T1 is off and T2 is on)  

4. DESCRIPTION OF PROPOSED FLYBACK 

DC-DC CONVERTER 

 The flyback dc-dc converter is usually employed 

between bus voltage and various loads as less weight, 
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low cost, tight regulations, high reliability, and high 

efficiency. The functional block representation of 

synchronous rectifier flyback converter is shown in 

Figure 6. The proposed structure consists of a 

synchronous rectifier flyback converter as shown in 

Figure 7.   

The magnetic isolated feedback generator circuit 

(using UC2901) senses the output voltage and 

provides isolated feedback to the PWM controller 

(UC2825) to complete the control loop. The power 

circuit schematic for a synchronous rectifier flyback 

converter with low-side configuration at the output is 

shown in Figure 7. When the primary MOSFET T1 is 

turned off, the secondary current will flow through the 

body diode of the synchronous MOSFET T2 which is 

analogous to the current flowing through the 

conventional output diode rectification. 

 

4.1 STEADY STATE OPERATIN OF FLYBACK 

CONVERTER  

From power circuit diagram of the dc-dc flyback 

converter shown in Figures 7, include input 

voltage inV , main switch 1T , synchronous rectifier 

switch 2T , isolation transformer, magnetizing 

inductance mL , output capacitor OC and load 

impedance or . Two operating modes are analyzed 

under steady-state operation.     

During mode 1 operation of the converter, main 

switch 1T  is turned on and synchronous switch 2T  is 

turned off as shown in Figure 7. (a). The input voltage 

source inV  supplies energy to the magnetizing 

inductance mL of transformer. The energy stored in 

capacitor OC  releases energy to output load terminals. 

 During mode 2 operation of converter main 

switch 1T  is turned off and auxiliary switch 2T  is 

turned on as shown in Figure 7. (b). During on 

condition of power switch 2T , the secondary current 

will flow through the body diode of the synchronous 

MOSFET 2T , which is analogous to the current 

flowing through the conventional output diode 

rectification. The magnetizing inductance mL  supply 

energy to load terminal through the capacitor 
OC  and 

the body diode of 2T .   

4.1.1 Input and Output Voltage Relation  

The output voltage on capacitor OC can be 

derived from energy balance on magnetizing inductor 

mL during on(ton) and off periods(toff) of main switch 

1T  and can be written as:   
  

0 0

1 1
offon

tt

L sv dt n v dt
T T

= 
                           

 

(1 )

0 0

1 1
d TdT

in OV dt n V dt
T T

−

=  ;    s Ov n V=

 
(1 )in OV dT n V d T= −

 

(1 )

in
O

V d
V

n d
=

−
                                                

 (2)             

Where, d is duty cycle of flyback converter and ‘ n ’ is 

the primary to secondary turns ratio of flyback 

transformer.  

 

5. DESIGN CONSIDERATIONS  

5.1 Switching Frequency 

    The choices of switching frequency selection have 

a crucial parameter between efficiency and bandwidth. 

The selection of higher switching frequencies will 

have more bandwidth, but a lower efficiency at lower 

switching frequencies [8],[9],[10]. The sufficient 

values of timing resistor (RT) and timing capacitor 

(CT) in PWM controller chip (UC2825) determines the 

desired switching frequency of the converter.   

5.2 Transformer Design   

           The two major parameters in the design of 

flyback transformer are turns ratio and magnetizing 

inductance [5]. The equation (2) describes the relation 

between the turns ratio as a function of maximum duty 

cycle (dmax) with minimum input voltage.  

_ min max

max(1 )

in

O

V d
V

n d
=

−
;      

Where; 
p

s

N
n

N
=                                                                       (3) 

5.3 Primary peak current ( ppI )  

max

1

(1 ) 2

o L
pp

I I
I

n d


= +

−
;           (4)              

where 
2

pp

L

I
I = in CCM operation.      

5.4 Peak to Peak ripple current ( LI )  

Peak to peak ripple current of magnetizing inductance 

is.  

Journal of Electrical Engineering ISSN 1582-4594 - Vol 22 No 1 (2022)

47



 

_ min max

m

in

L

s

V d
I

L f
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5.5 Minimum number of primary turns 

m

m

pp

P

e

L I
N

B A
=                             (6)                

5.6 Number of secondary turns  

p

s

N
n

N
= ; 

p

s

N
N

n
=                                       (7)                   

5.7 Primary RMS current  

max

3
prms pp

D
I I=                                          (8)                

5.8 Secondary RMS current  

max1

3
srms sp

D
I I

−
=                                       (9)                 

 

5.9 Synchronous Rectifier MOSFET Selection  

The voltage stress of primary MOSFET can be 

calculated as  

1 _maxds in FV V V= +                                         (10)                

 The voltage stress of SR-MOSFET can be calculated 

as  

_ max

2

in

ds o

V
V V

n
= +          (11) 

      The current stress is equal to the secondary peak 

current. The power loss in the SR-MOSFET can be 

calculated as below:   

 

5.10 Output Capacitor  

      The following equation describes the calculation of 

desired value of output capacitor with the desired 

output voltage ripple.     
2

max( ) (1 )

2

spk o

o

o spk s

I I D
C

V I f

− −
=


                        (12)                  

 The ESR of the capacitor considering the output 

voltage ripple and can be calculated as,   

( )o spk oV ESR I I = −                            (13)       

         The operation of flyback converter in CCM has 

lesser peak current than operating in DCM. Hence the 

ESR is the main criteria for output capacitor selection. 

In this design, the output voltage ripple must be less 

than 200mV with approximately 10A of secondary 

side ripple current. A capacitor with an ESR less than 

15m-Ohm is required.  

 

5.11 Current Sensing and Slope Compensation 

The ripple current of the converter is sensed 

by the current transformer (CT) and makes to shut 

down the converter if sensed current is too high. The 

threshold voltage level of the current sensing (CS) pin 

is 1 V.   

 

5.12 Feedback Loop Compensation  

The Feedback loop compensation of converter 

is used to prevent oscillation. The design of loop 

compensation in CCM Flyback is complicated 

compared to DCM, due to the existence of  right half 

plane zero in the power design stage [11]. A PID-type-

3 compensation is required for achieving stability and 

sufficient faster response. A detailed discussion and 

analysis about feedback loop compensation can be 

well presented on [12]. The PID controller loop is 

constructed using UC2825 PWM controller. The 

controller gains are tuned in order to mainatin stability 

and regulation at all conditions of perturbations in 

output load and input voltage [13],[14].   

Table 1. System Specifications and Components  

Parameter/Components        Values  

Input voltage 20 V to 45 V 

Output voltage 5 V 

Output current 10A 

Output power 50W 

Switching frequency of magnetic 

isolation 

500 KHz 

Switching frequency of PWM 

controller 

150 KHz 

Band width 2 KHz 

Maximum duty cycle 0.45 

Transformer ratio (n) 1.3 

Magnetizing inductance (Lm) 15µH 

Primary peak ripple current (Ipp) 10A 

MOSFETs T1 and T2 IPB107N20N3 G, 

IPI075N15N3 G 

Output capacitor Co 940µF 

PWM controller UC2825 

Main switch driver UCC27512 

Synchronous MOSFET driver UCC27511 

 

6. SIMULATION & EXPERIMENTAL RESULTS  

The features of the synchronous rectifier 

flyback converter for EPS architecture are verified 

with the various simulation studies performed. The 

parameter considered for simulation studies are 
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represented in Table.1. The implemented simulation 

schematic is represented in Fig. 8. In simulation 

studies, the flyback transformer is considering as a 

magnetic inductor Lm, and leakage inductor Lk.  

      The simulation studies are performed with various 

values of input voltage and load current. Figure.9 

represents the simulated switching voltage waveform 

of primary MOSFET and secondary synchronous 

MOSFET and its gating signal at 20V input with a 

load current of 5A. The simulation results are 

presented in Figures 10 and 11 represents the switch 

voltage of primary MOSFET, primary peak current 

and gating signal with input voltage of 20V at load 

current of 5A and 10A respectively. Similarly, the 

Figures 12 and 13 represent the simulated switching 

voltage waveform of primary MOSFET and secondary 

synchronous MOSFET and its gating signal at 45V 

input with a load current of 5A and 10A respectively. 

The simulation results are presented in Figures 14 and 

15 represents the switching voltage of primary 

MOSFET, primary peak current and gating signal with 

input voltage of 45V at load current of 5A and 10A 

respectively. Simulation result of output voltage (Vo) 

with step change in load current of 5A to 10A is 

shown in Figure.16.  

 

 
(a) 

 

 
(b)  

Figure 8. Simulation scheme of proposed 50W 

synchronous rectifier flyback converter (a) power 

circuit (b) PWM controller circuit. 

 

 
Figure 9. Simulation results of switch voltages (Vds1 

and Vds2) and per unit gating signals (Vgs1 and Vgs2) at 

Vin:20V and Iload:5A).  

 

 
Figure 10. Simulation results of main switch voltage 

(Vds1), primary peak current (Ipp) and per unit gating 

signals (Vgs1) at Vin:20V and Iload:5A). 

 

 
Figure 11. Simulation results of main switch voltage 
(Vds1), primary peak current (Ipp) and per unit gating 
signals (Vgs1) at Vin:20V and Iload:10A).  
 

 
Figure 12. Simulation results of switch voltages (Vds1 

and Vds2) and per unit gating signals (Vgs1 and Vgs2) at 

Vin:45V and Iload:5A).   
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Figure 13. Simulation results of switch voltages (Vds1 

and Vds2) and per unit gating signals (Vgs1 and Vgs2) at 

Vin:45V and Iload:10A).   

 

 
 

Figure 14. Simulation results of main switch voltage 

(Vds1), primary peak current (Ipp) and per unit gating 

signals (Vgs1) at Vin:45V and Iload:5A). 

 

 
 

Figure 15. Simulation results of main switch voltage 

(Vds1), primary peak current (Ipp) and per unit gating 

signals (Vgs1) at Vin:45V and Iload:10A). 

 

 
Figure 16. Simulation results of output voltage (Vo) 

with step change in load current of 5A to 10A. 

 

 

 
 

Figure.17 Experimental hardware prototype (BBM) 

test bench.  

 

The designed flyback converter shown in 

simulation circuit of Figure.8 has been implemented in 

experimental hardware prototype. Figure. 17 shows 

the test bench setup of designed 50W prototype of the 

flyback converter. The specifications and key 

parameters of the designed prototype are shown in 

Table 1. Choices of a selection of a Flyback converter 

PWM controller and driver circuit mainly depends on 

precise requirements and certain design consideration 

such as cost, size, and various design form factor, 

respectively. Also, the requirements such as 

undervoltage, overvoltage, over current protection 

features, and standby power are easily be met by 

selecting the sufficient controller. UCC27511 is a 

compact driver IC which is configured to drive 

secondary synchronous power MOSFETs in this 

design. The presented driver IC has a feature to control 

single or cascaded MOSFETs to match the behavior of 

Schottky rectifiers. 

Figure 18 represents the switching voltage and 

gating signal of the main switch with minimum input 

voltage (20V) at full load condition. Similarly Figure 

19 represents the switching voltage and gating signal 

of synchronous MOSFET with minimum input voltage 

(20V) at full load condition.    

Figure 20 represents the switching voltage of both 

main MOSFET and synchronous MOSFET with 

minimum input voltage (20V) at full load condition. 

Figure 21 shows the gating signal of both main 

MOSFET and synchronous MOSFET with minimum 

input voltage (20V) at full load condition. 

Similarly, Figures 22 to 25 represents the switching 

voltage and gating signal of main and synchronous 

MOSFET with maximum input voltage (45V) at full 

load condition. 
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Figure18. Main switch voltage Vds1 and gating signal 

Vgs1 at Vin:20V and Iload:10A). 

Figure 19. Synchronous switch voltage Vds2 and 

gating signal Vgs2 Vin:20V and Iload:10A). 

Figure 20. Switching voltage of main switch Vds1 and 

synchronous switch Vds2 ( Vin:20V and Iload:10A). 

Figure.21 Gating signal of main switch Vgs1 and 

synchronous switch Vgs2 Vin:20V and Iload:10A). 

Figure 22. Main switch voltage Vds1 and gating signal 

Vgs1 Vin:45V and Iload:10A).

Figure 23. Synchronous switch voltage Vds2 and 

gating signal Vgs2 (Vin:45V and Iload:10A).  

Figure 24. Switching voltage of main switch Vds1 and 

synchronous switch Vds2 (Vin:45V and Iload:10A).  

Figure25. Gating signal of main switch Vgs1 and 

synchronous switch Vgs2 (Vin:45V and Iload:10A).  

Journal of Electrical Engineering ISSN 1582-4594 - Vol 22 No 1 (2022)

51



 

 
 

Figure 26. Measured main switch voltage (Vds1 and 

Primary peak current Ipp at (Vin:20V and Iload:10A). 

 

 
 

Figure 27. Measured main switch voltage and peak 

current (Vds1 and Primary peak current Ipp at (Vin:20V 

and Iload:10A).  

 
Table 2. Line and Load Regulation 

 

Input 

Voltage 

(Vin) 

Input 

current 

at full 

load 

(Iin) 

Output 

voltage 

at full 

load 

(Vo) 

Line 

Regulation 

(%) 

Load 

Regulation 

(%) 

20.475 3.280 5.031  

-0.020 

-0.179 

27.94 2.255 5.030 0.000 

36.29 1.773 5.029 -0.358 

45.158 1.432 5.040 -0.179 

 

Table 3. Measured Efficiency at Full Load (10A) 

 
Input 

Voltage 

(Vin) 

Input 

current 

at full 

load 

(Iin) 

Output 

voltage) 

at full 

load 

(Vo) 

Input 

power 

(Pin) 

Output 

power 

(Po) 

Efficiency 

(%) 

20.475 3.280 5.031 67.16 50.290 74.898 
27.94 2.255 5.030 63.93 50.290 79.810 
36.29 1.773 5.029 64.34 50.290 78.160 
45.158 1.432 5.030 65.66 50.290 77.768 

 

Figure 26 and 27 shows the measured primary 

peak current (Ipp) and main switch voltage (Vds1) with 

minimum and maximum input voltage at full load 

conditions respectively. Figure 28 and 29 shows the 

measured ripple waveform with minimum and 

maximum input voltage of 20V and 45V at full load 

condition, respectively. Table 2, 3 and 4 illustrates the 

line and load regulation, measured efficiency, and 

measured peak to peak ripple voltage with the 

variation of input voltage and load condition 

respectively. It is noted that the obtained experimental 

results had similar performance obtained in simulation 

results with various value of input voltage and load 

conditions.  
 

Table 4. Peak-Peak Ripple Voltage 
 

Input Voltage 

(Vin)  

Measured ripple voltage (peak-

peak) at full load 

(mV) 

20 103 

28 72 

36 67 

45 64 

 

 

 
 

Figure.28 Measured ripple voltage at Vin: 20V and 

full load 

 

 
 

Figure.29 Measured ripple voltage at Vin: 45V and full 

load.  
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7. CONCLUSIONS

A fixed-frequency PWM-based current mode 

synchronous rectifier flyback converter for satellite 

EPS mission is presented from a circuit design 

perspective. Subsequently, the designed nonlinear 

controller based MPPT dc-dc converter has been used 

to input the interfacing flyback dc-dc converter. The 

synchronous rectifier-based flyback converter is a 

cost-effective solution for low output power 

application in EPS. The steady-state operation and the 

converter design methodology is described in detail. A 

practical approach to the design of the self-

synchronous secondary driver circuit is also proposed 

in this paper. An analog form of the PWM controller is 

presented. The tuned controller used for voltage 

regulation is type-3 PID compensator to satisfy the 

sufficient magnitude and phase margin. The 

experimental results show that the response of the 

converter agrees with the theoretical and simulation 

design. The developed converter in a prototype model 

can be extended for space grade electric power 

systems in future. The efficiency of the converter can 

be improved further by tuning the snubber network 

and feedforward control technique. The goal of the 

design is to implement an optimized EPS can be 

realized such that the efficiencies of the distributed 

flyback dc-dc converter design are not significantly 

varied.  
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Abstract- Developing the mathematical model of photovoltaic (PV) cell, to simulate the module and predict their actual 

performance at varying temperature and irradiance condition, is very significant for evaluation of photovoltaic cell, as well as for 

dynamic analysis of dc-dc converters and design of maximum power point algorithms. This work proposes the analysis and 

modeling of photovoltaic module using the three-diode five parameter model formed based on manufacturer’s datasheet. The 

constraints of electrical equivalent circuit of photovoltaic cell are analyzed by solving the non-linear current-voltage equation based 

on manufacturer datasheet provided at standard operating conditions with reduced computation period by using an effective 

iteration procedure. The photovoltaic current-voltage formulation is analyzed at three main points specifically at open circuit, short 

circuit and maximum power point condition. This model is identified to have better performance and precise compared to two-

diode model mainly at lesser irradiance and higher temperature levels. To verify the accuracy and conformity of the proposed 

model the method is applied on two different multi or poly-crystalline photovoltaic module and obtained results were compared by 

manufacturer performance data. By using the standard mathematical equations of photovoltaic cell this model is developed and 

simulated in MATLAB/Simulink software. 

Keywords: Three-diode Photovoltaic model, Two-diode Photovoltaic model, Multi-crystalline solar cell, Iteration procedure, 

Shunt resistance 

1. Introduction

Modelling of photovoltaic (PV) cell needs to 

predict the performable behavior of actual 

photovoltaic cell at various ecological conditions and 

to produce its power-voltage and current-voltage 

curves. The most common modelling method is to 

employ equivalent (electrical) circuit that includes 

both non-linear and linear mechanisms. In general, the 

manufacturer’s datasheet only tabulate about some 

constraints like open circuit voltage (Vo), short circuit 

current (ISC), peak or maximum power (𝑃𝑚𝑝𝑝), current 

at 𝑃𝑚𝑝𝑝 (𝐼𝑚𝑝𝑝) and voltage at 𝑃𝑚𝑝𝑝 (𝑉𝑚𝑝𝑝) at standard 

operating conditions and unfortunately these data is far 

away from what is critical for modelling because 

photovoltaic cell is used to operate at various 

irradiance and temperature points. The non-linear 

behavior of current-voltage characteristics needs the 

adjustment of parameters by using manufacturer data. 

Several researchers have been proposed some model 

based on single-diode RS model, RP model, double-

diode and three-diode photovoltaic model [3], [4] and 

[7]. The modest system is one-diode photovoltaic 

model it comprises only three parameters in ideal case 

like current at short circuit, voltage at open circuit and 

ideality factor of diode. The improved form of the 

ideal model is addition of series resistance Rs to the 

electrical equivalent circuit [10]. Although this model 

suffers from irregularities with the variation in the 

temperature values as it not considered the voltage 

temperature coefficient. The advanced form of model 

is the RP model by addition of parallel resistor to the 

equivalent circuit [11]. This RP model has improved 

performance in comparison to one diode RS model.  

In past many researchers have presented single diode 

model by making an assumption that absence of 

recombination loss in depletion layer. In actual it is not 

possible to reasonably develop a model by means of 

single diode. In practice for precise model by 

consideration of this recombination loss results in 

more actual model identified as a two-diode model 

[16]. The improved version of both one diode and two-

diode model is by insertion of third diode in parallel 

with the two diodes which taken into consideration of 

recombination of the defect regions results in more 

accurate model identified as a three-diode model [2]. 

Though these enhanced models possess improved 

accuracy but with the insertion of additional diodes 

which results in more computational parameters and 

leads to more computational complexity. The main 

objective is now to evaluate the model constraints 

while keeping a realistic computational energy. 
The significant knowledge of this paper is to 

develop a comprehensive model of three-diode 

photovoltaic module is by simplifying the current 

equation and thereby reducing the constraints to five. 

Multi or polycrystalline silicon material is 

progressively useful for the production of photovoltaic 
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cell owing to its low cost. In order to realize the 

performance of multi-crystalline solar cell, it is 

significant to study their electrical properties [12]. The 

output performance of this simplified three-diode 

model is confirmed by two different multi or 

polycrystalline solar cells from manufacturer 

performance data and precision of this model is 

compared with two diode model. This simplified 

model can be useful for researchers those who works 

on the accurate modelling of photovoltaic module for 

design of maximum power point tracking algorithms 

and power converters for energy storage devices. 

 

2. Electrical Equivalent Circuit and Modeling of 

Photovoltaic Cell 

 

2.1 Equivalent Circuit model of One-diode and 

Two-diode Photovoltaic Cell 

 

 

Figure 1: One-Diode RSH Photovoltaic Cell 

equivalent circuit model [7] 

. 

The one-diode RSH model considers one diode 

connected in parallel to the constant current source 

with series resistance RSE and shunt resistance RSH is 

shown in Figure 1 [7].  In case of modeling of one-

diode model the number of constraints will become 

five. The constraints are photo or incident current IP, 

diode saturation current IDS, ideality factor of diode C, 

series resistance RSE and shunt resistance RSH.  The 

one-diode RSH model is identified as most popular and 

easy to implement. In spite of its advantages the model 

precision will become worse at lesser irradiance [8]. 

 
Figure 2: Two-diode Photovoltaic Cell equivalent 

circuit model [4] 

The Two-diode model considers two diodes 

connected in parallel to the constant current source as 

shown in Figure 2 [4] obviously now two more new 

constraints are essential to be considered is the reverse 

saturation diode current IDS2 and ideality factor C2. The 

current IDS2 compensates the consequence of 

recombination loss in the depletion area [15]. The 

number of constraints will become seven in case of 

two-diode model. The constraints are photo or incident 

current IP, diode saturation current IDS1 and IDS2, 

ideality factor of diode C1 and C2, series resistance RSE 

and shunt resistance RSH. Two-diode model is 

identified as more accurate model and better 

performance especially at lower irradiance. 

 

2.2 Modeling of Three-diode photovoltaic (PV) cell 

 

The Three-diode model considers three diodes 

connected in parallel to the constant current source as 

shown in Figure 3 [2] obviously now two more new 

constraints are essential to be considered while 

modeling is the reverse saturation diode current IDS3 

and ideality factor C3. The current IDS3 compensates 

the consequence of recombination in the defects area 

[2]. The number of constraints will become nine in 

case of three-diode model. The constraints are photo 

or incident current IP, diode saturation current IDS1, IDS2 

and IDS3, ideality factor of diode C1, C2and C3, series 

resistance RSE and shunt resistance RSH. Three-diode 

model is identified to be more accurate model and 

better performance especially at lower irradiance and 

higher temperature points.  

By applying KVL to Fig.3 we get the expression for 

output or module current I: 

               𝐼 = 𝐼𝑝– 𝐼𝐷1 – 𝐼𝐷2 – 𝐼𝐷3 –  
𝑉0 + 𝐼𝑅𝑆𝐸

𝑅𝑆𝐻
          (1) 

𝐼𝑃 is the Photo or incident current, 𝐼𝐷1,  𝐼𝐷2 and 𝐼𝐷3 is 

the diode currents, 𝐼𝑆𝐻  is Current through shunt 

resistor = 
𝑉0 + 𝐼𝑅𝑆𝐸

𝑅𝑆𝐻
, 𝑅𝑆𝐸 and 𝑅𝑆𝐻 are series and shunt 

resistances, 𝑉0 is Applied voltage across diode and 𝐼 is 

output current of module [1]. 

 

Figure 3: Three-Diode photovoltaic Cell equivalent 

circuit model  
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Currents through diodes 1 and 2 is given by 

𝐼𝐷1 = 𝐼𝐷𝑠1[(𝑒
𝑉𝑜 + 𝐼𝑅𝑆𝐸
𝐶1 𝑉𝑇 𝑁𝑆𝐸) − 1] 

𝐼𝐷2 = 𝐼𝐷𝑠2[(𝑒
𝑉𝑜 + 𝐼𝑅𝑆𝐸
𝐶2 𝑉𝑇 𝑁𝑆𝐸) − 1]  and  𝐼𝐷3 =

𝐼𝐷𝑠3[(𝑒
𝑉𝑜 + 𝐼𝑅𝑆𝐸
𝐶3 𝑉𝑇 𝑁𝑆𝐸) − 1] 

𝐼 = 𝐼𝑝  –  𝐼𝐷𝑠1[(𝑒
𝑉𝑜 + 𝐼𝑅𝑆𝐸
𝐶1 𝑉𝑇 𝑁𝑆𝐸) − 1] – 𝐼𝐷𝑠2[(𝑒

𝑉𝑜 + 𝐼𝑅𝑆𝐸
𝐶2 𝑉𝑇 𝑁𝑆𝐸) −

1] – 𝐼𝐷𝑠3[(𝑒
𝑉𝑜 + 𝐼𝑅𝑆𝐸
𝐶3 𝑉𝑇 𝑁𝑆𝐸) − 1]  – 

𝑉0 + 𝐼𝑅𝑆𝐸

𝑅𝑆𝐻
 (2) 

𝐼𝐷𝑠1, 𝐼𝐷𝑠2 and 𝐼𝐷𝑠3 are reverse saturation diode current,

𝐶1, 𝐶2 and 𝐶3 is Diode Ideality factor of 1,2 and greater

than 2, 𝑁𝑆𝐸 is number of series connected PV cell’s,

𝑉𝑇 is called as Thermal Voltage =
𝐾 𝑇𝐴𝑐

𝑞
, 𝑉𝑇 is

approximately 25.856 mV at 300 Kelvin, 𝑞 is 

(1.602 𝑋 10−19) C is electron charge, 𝐾 –

(1.38 𝑋 10−23) 
𝐽𝑜𝑢𝑙𝑒

𝐾𝑒𝑙𝑣𝑖𝑛⁄  is a Boltzmann

constant, 𝑇𝐴𝑐 is Cell’s absolute temperature in Kelvin.

Photo current [9] is given by 

𝐼𝑝 =  (𝐼𝑆𝐶 + 𝐾𝑆𝐶∆𝑇𝐴𝑐)
𝐺𝑖𝑟

𝐺𝑆𝐶
    (3) 

𝐺𝑖𝑟  – Irradiance in 𝑊 𝑚2⁄ , 𝐺𝑆𝐶 – Irradiance at Standard

Test Condition (STC) = 1000 𝑊
𝑚2⁄ , ∆𝑇𝐴𝑐 =  𝑇𝐴𝑐 −

 𝑇𝐴𝑐,𝑟𝑒𝑓 (Kelvin), 𝑇𝐴𝑐,𝑟𝑒𝑓 – (25 +  273 =

 298 𝐾𝑒𝑙𝑣𝑖𝑛), 𝐼𝑆𝐶  is Cell’s short circuit current of Cell

at STC (250), 𝐾𝑆𝐶  is temperature coefficient of current

(A/K). 

Simplified diode saturation current equation in terms 

of temperature coefficient (𝐾𝑉) can be written as

𝐼𝐷𝑆 = 𝐼𝐷𝑆1 = 𝐼𝐷𝑆2 =  𝐼𝐷𝑆3 =
𝐼𝑆𝐶+𝐾𝑆𝐶∆𝑇𝐴𝑐

(𝑒

𝑉0+𝐾𝑉∆𝑇𝐴𝑐

𝑉𝑇[
𝐶1+𝐶2+𝐶3

𝑃 ]
−1)

  (4) 

where 

𝐾𝑉 – temperature coefficient of voltage (V/K)

In development of three-diode model it required to 

estimate nine constraints which makes analysis very 

complicated and not so simple for simulation of PV 

module. For ease analysis and to make the model 

simple the nine constraints are reduced to five as 

described in [1] the same assumption can be applied 

for modeling of three-diode model. To make it simple 

in analysis the following assumptions are considered: 

the 𝐼𝐷𝑆 = 𝐼𝐷𝑆1 = 𝐼𝐷𝑆2 =  𝐼𝐷𝑆3 and
(𝐶1 + 𝐶2+ 𝐶3)

𝑝⁄ ) =

1. In the equations (3) and (5) by substituting the

temperature and irradiance inputs the photo current

and diode saturation currents are estimated based on

data provided by constructor. By setting the values of 

ideality factors 𝐶1 = 1, 𝐶2 = 2.2, 𝐶3 is chosen greater

than 2 yields in the best suitable outcomes in current-

voltage curve of PV cell module [2]. These changes 

make three-diode model to easy system and attractive 

for PV system simulator and only five constraints to 

be evaluated. 

Therefore  

𝐼𝐷𝑆 = 𝐼𝐷𝑆1 = 𝐼𝐷𝑆2 =  𝐼𝐷𝑆3 =
𝐼𝑆𝐶+𝐾𝑆𝐶∆𝑇𝐴𝑐

(𝑒

𝑉0+𝐾𝑉∆𝑇𝐴𝑐
𝑉𝑇 −1)

        (5) 

2.2 Determination of 𝑹𝑺𝑬 and 𝑹𝑺𝑯

Constraints 

Several analytical and numerical approaches [3], [5], 

[6], [9], [13] and [14] have been proposed in the 

literature to evaluate the constraints of one-diode and 

two-diode model. In this work the 

constraints 𝑅𝑆𝐸  𝑎𝑛𝑑 𝑅𝑆𝐻 is evaluated by same

approach as described in [9]. The key information is 

the value of 𝑅𝑆𝐸  𝑎𝑛𝑑 𝑅𝑆𝐻 are selected such that

calculated power 𝑃𝑚𝑝𝑝,𝐶  must be equal to

experimental power 𝑃𝑚𝑝𝑝,𝑆𝑇𝐶  provided by constructor

data sheet. Figure 4 illustrates the flow chart of 

iteration process to adjust the current-voltage curve. 

This iteration process initiates from 𝑅𝑆𝐸  =  0 which

must vary in path until to match the calculated 

maximum power to 𝑃𝑚𝑝𝑝,𝑆𝑇𝐶  must be equal to

experimental power 𝑃𝑚𝑝𝑝,𝑆𝑇𝐶  and simultaneously 𝑅𝑆𝐻

is then calculated. By adjusting the values of 

𝑅𝑆𝐸  𝑎𝑛𝑑 𝑅𝑆𝐻 based on the fact that at only one pair

(𝑅𝑆𝐸 , 𝑅𝑆𝐻) which guarantees that 𝑃𝑚𝑝𝑝,𝐶 = 𝑃𝑚𝑝𝑝,𝑆𝑇𝐶  =

𝑉𝑚𝑝𝑝. 𝐼𝑚𝑝𝑝 at maximum power point of current-voltage 

curve.  
In general manufacturer gives data of current at 

short circuit (𝐼𝑆𝐶), voltage at open circuit (𝑉𝑜) and peak

or maximum power (𝑃𝑚𝑝𝑝). Now evaluate the current

equation shown below at three conditions: current 

(𝐼𝑆𝐶) at short circuit, voltage (𝑉𝑜) at open circuit and

peak or maximum power (𝑃𝑚𝑝𝑝) point condition.

𝐼 = 𝐼𝑝– 𝐼𝐷1 –  𝐼𝐷2 –  𝐼𝐷3 –  
𝑉0 +  𝐼𝑅𝑆𝐸

𝑅𝑆𝐻

At short circuit condition 

𝐼 = 𝐼𝑆𝐶,𝑆𝑇𝐶  ; 𝑉0 = 0

𝐼𝑆𝐶,𝑆𝑇𝐶 =

𝐼𝑝,𝑆𝑇𝐶 – 𝐼𝐷1,𝑆𝑇𝐶  –  𝐼𝐷2,𝑆𝑇𝐶  –  𝐼𝐷3,𝑆𝑇𝐶  –  
 𝐼𝑆𝐶,𝑆𝑇𝐶𝑅𝑆𝐸

𝑅𝑆𝐻
 (6) 
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Where, 𝐼𝐷1,𝑆𝑇𝐶 = 𝐼𝐷𝑠1,𝑆𝑇𝐶[(𝑒
 𝐼𝑆𝐶,𝑆𝑇𝐶𝑅𝑆𝐸
𝐶1 𝑉𝑇 𝑁𝑆𝐸 ) − 1]  

𝐼𝐷2,𝑆𝑇𝐶 = 𝐼𝐷𝑠2,𝑆𝑇𝐶[(𝑒
 𝐼𝑆𝐶,𝑆𝑇𝐶𝑅𝑆𝐸
𝐶2 𝑉𝑇 𝑁𝑆𝐸 ) − 1]  and 𝐼𝐷3,𝑆𝑇𝐶 =

𝐼𝐷𝑠3,𝑆𝑇𝐶[(𝑒
 𝐼𝑆𝐶,𝑆𝑇𝐶𝑅𝑆𝐸
𝐶3 𝑉𝑇 𝑁𝑆𝐸 ) − 1]   

At open circuit condition 

𝐼 =0; 𝑉0 = 𝑉𝑜,𝑆𝑇𝐶 

   0 = 𝐼𝑝,𝑆𝑇𝐶 – 𝐼𝐷1,𝑆𝑇𝐶  –  𝐼𝐷2,𝑆𝑇𝐶 – 𝐼𝐷3,𝑆𝑇𝐶  – 
 𝑉𝑜,𝑆𝑇𝐶

𝑅𝑆𝐻
   (7) 

From equation (7) 

   𝐼𝑝,𝑆𝑇𝐶 =  𝐼𝐷1,𝑆𝑇𝐶  + 𝐼𝐷2,𝑆𝑇𝐶 + 𝐼𝐷3,𝑆𝑇𝐶  +  
 𝑉𝑜,𝑆𝑇𝐶

𝑅𝑆𝐻
    (8) 

 

Figure 4: Flow Chart for Iteration process 

Where 𝐼𝐷1,𝑆𝑇𝐶 = 𝐼𝐷𝑠1,𝑆𝑇𝐶[(𝑒
 𝑉𝑜,𝑆𝑇𝐶

𝐶1 𝑉𝑇 𝑁𝑆𝐸) − 1], 𝐼𝐷2,𝑆𝑇𝐶 =

𝐼𝐷𝑠2,𝑆𝑇𝐶[(𝑒
 𝑉𝑜,𝑆𝑇𝐶

𝐶2 𝑉𝑇 𝑁𝑆𝐸) − 1] and 

 

𝐼𝐷3,𝑆𝑇𝐶 = 𝐼𝐷𝑠3,𝑆𝑇𝐶[(𝑒
 𝑉𝑜,𝑆𝑇𝐶

𝐶3 𝑉𝑇 𝑁𝑆𝐸) − 1]   
At maximum power condition 

    𝐼𝑚𝑝𝑝,𝑆𝑇𝐶 =

𝐼𝑝,𝑆𝑇𝐶– 𝐼𝐷1,𝑆𝑇𝐶  –  𝐼𝐷2,𝑆𝑇𝐶  –  𝐼𝐷3,𝑆𝑇𝐶  –  
𝑉𝑚𝑝𝑝,𝑆𝑇𝐶 + 𝐼𝑚𝑝𝑝,𝑆𝑇𝐶𝑅𝑆𝐸

𝑅𝑆𝐻
     

                                                                                 (9) 

From equation (9) 

𝑉𝑚𝑝𝑝,𝑆𝑇𝐶 + 𝐼𝑚𝑝𝑝,𝑆𝑇𝐶𝑅𝑆𝐸

𝑅𝑆𝐻
=

𝐼𝑝,𝑆𝑇𝐶  –  𝐼𝐷1,𝑆𝑇𝐶  – 𝐼𝐷2,𝑆𝑇𝐶  – 𝐼𝐷3,𝑆𝑇𝐶  – 𝐼𝑚𝑝𝑝,𝑆𝑇𝐶                     

𝑅𝑆𝐻 =
𝑉𝑚𝑝𝑝,𝑆𝑇𝐶 + 𝐼𝑚𝑝𝑝,𝑆𝑇𝐶𝑅𝑆𝐸

𝐼𝑝,𝑆𝑇𝐶 – 𝐼𝐷1,𝑆𝑇𝐶 – 𝐼𝐷2,𝑆𝑇𝐶 – 𝐼𝐷3,𝑆𝑇𝐶 – 𝐼𝑚𝑝𝑝,𝑆𝑇𝐶
       10) 

Where 𝑃𝑚𝑝𝑝 is the peak or maximum power, 𝑉𝑚𝑝𝑝,𝑆𝑇𝐶  

is voltage at 𝑃𝑚𝑝𝑝 and 𝐼𝑚𝑝𝑝,𝑆𝑇𝐶  is current at 𝑃𝑚𝑝𝑝, 

diode saturation currents at maximum power condition 

is given by relation as shown below: 

𝐼𝐷1,𝑆𝑇𝐶 = 𝐼𝐷𝑠1,𝑆𝑇𝐶[(𝑒

 𝑉𝑚𝑝𝑝,𝑆𝑇𝐶 + 𝐼𝑚𝑝𝑝,𝑆𝑇𝐶𝑅𝑆𝐸

𝐶1 𝑉𝑇 𝑁𝑆𝐸 ) − 1], 

𝐼𝐷2,𝑆𝑇𝐶 = 𝐼𝐷𝑠2,𝑆𝑇𝐶[(𝑒

 𝑉𝑚𝑝𝑝,𝑆𝑇𝐶 + 𝐼𝑚𝑝𝑝,𝑆𝑇𝐶𝑅𝑆𝐸

𝐶2 𝑉𝑇 𝑁𝑆𝐸 ) − 1]  and 

𝐼𝐷3,𝑆𝑇𝐶 = 𝐼𝐷𝑠3,𝑆𝑇𝐶[(𝑒

 𝑉𝑚𝑝𝑝,𝑆𝑇𝐶 + 𝐼𝑚𝑝𝑝,𝑆𝑇𝐶𝑅𝑆𝐸

𝐶3 𝑉𝑇 𝑁𝑆𝐸 ) − 1] 

By using iteration process the value of  𝑅𝑆𝐸 𝑎𝑛𝑑 𝑅𝑆𝐻 

can be estimated with help of equation (10). 

 

4. Simulation of Proposed Three-diode Model 

 

Based on the equations (2), (3), (4) and (5) it is simple 

to frame an overall simulation model by 

MATLAB/Simulink software. The overall three-diode 

model and sub-system group model are represented in 

Figure 5 and Figure 6. The detailed simulation models 

of diode saturation currents are represented in Fig.7 of 

proposed three diode model. Simulation model of 

Photo current and module output currents of proposed 

three diode model are simulated and represented in 

Figure 8 and Figure 9 

 

5. Results and Discussion 

 

The modelling system proposed in this work is 

confirmed by estimated constraints of certain PV cell 

modules. The proposed model is validated by two 

different multi or polycrystalline PV modules; 

KC200GT [17] and MSX-64 [18]. The product 

specifications of two different PV modules are shown 

in Table 1. Table 2 illustrates the measured values of 

proposed three-diode model and Table 3 illustrates the 

measured values of two-diode model. Table 4 and 

Table 5 summarizes the study of relative error of 𝑃𝑚𝑝𝑝, 

𝑉𝑚𝑝𝑝, 𝐼𝑚𝑝𝑝, 𝑉𝑜 and 𝐼𝑆𝐶  of both poly-crystalline solar 

cell. From Table 4 and Table 5 we can observe that the 

estimated values somewhat diverge from manufacture 

data sheet value at STC. However, for poly-crystalline 

(KC200GT) is exactly fits the current-voltage curve 

based on manufacturer product data for proposed 

three-diode model.
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Figure 5: Overall Photovoltaic Model of proposed three diode model 

 

 

 

Figure 6: Complete Sub-system Model of proposed three diode photovoltaic cell 

 

 

Figure 7: Saturation Current IDS of proposed three diode photovoltaic cell 
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Figure 8: Light Current Ip of proposed three diode photovoltaic cell 

Figure 9: Module Output Current of proposed three diode photovoltaic cell 

Table 1: Module Specifications from constructor data sheet 

Constraints Poly-crystalline 

Kyocera KC200GT Solar Panel [17] 

Poly-crystalline 

Solarex MSX-64 [18] 

Maximum Power (𝑃𝑚𝑝𝑝) 200 W 64 W 

Voltage at 𝑃𝑚𝑝𝑝 (𝑉𝑚𝑝𝑝) 26.3 V 17.5 V 

Current at 𝑃𝑚𝑝𝑝 (𝐼𝑚𝑝𝑝) 7.61 A 3.66 A 

Voltage at open circuit (𝑉𝑜) 32.9 V 21.3 V 

Current at short circuit (𝐼𝑆𝐶) 8.21 A 4 A 

Series Connected cell (𝑁𝑆𝐸) 54 36 

Voltage Temperature coefficient (𝐾𝑣) -123 mV/0C -80 mV/0C

Voltage Temperature coefficient (𝐾𝑆𝐶) 0.318 A/0C 0.65 0C
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Table 2: Estimated Values of Proposed Three-diode model 

Constraints Poly-crystalline 

Kyocera KC200GT  

Poly-crystalline 

Solarex MSX-64 

Maximum Power (𝑃𝑚𝑝𝑝) 200.11 W 64.67 W 

Voltage at 𝑃𝑚𝑝𝑝 (𝑉𝑚𝑝𝑝) 26.32 V 17.466 V 

Current at 𝑃𝑚𝑝𝑝 (𝐼𝑚𝑝𝑝) 7.603 A 3.682 A 

Voltage at open circuit (𝑉𝑜) 32.9 V 21.3 V 

Current at short circuit (𝐼𝑆𝐶) 8.21 A 4 A 

Light Current (𝐼𝑝) 8.21 A 4.01 A 

Saturation Currents (𝐼𝐷𝑆1 = 𝐼𝐷𝑆2 = 𝐼𝐷𝑆3) 4.073 x 10-10 A 3.937 x 10-10 A 

Diode Ideality Factor (C) 𝐶2 = 2.2, 𝐶3=2.5  𝐶2 = 1.3 

Series Resistance (𝑅𝑆𝐸) 0.32 Ω 0.3 Ω 

Shunt Resistance (𝑅𝑆𝐻) 300 Ω 160.4 Ω 

 

Table 3: Estimated Values of Two-diode model 

Constraints Poly-crystalline 

Kyocera KC200GT  

Poly-crystalline 

Solarex MSX-64 

Maximum Power (𝑃𝑚𝑝𝑝) 198.14 W 62.9 W 

Voltage at 𝑃𝑚𝑝𝑝 (𝑉𝑚𝑝𝑝) 26.32 V 17.46 V 

Current at 𝑃𝑚𝑝𝑝 (𝐼𝑚𝑝𝑝) 7.528 A 3.605 A 

Voltage at open circuit (𝑉𝑜) 32.9 V 21.3 V 

Current at short circuit (𝐼𝑆𝐶) 8.21 A 4 A 

Light Current (𝐼𝑝) 8.21 A 4.01 A 

Saturation Currents (𝐼𝐷𝑆1 = 𝐼𝐷𝑆2) 4.073 x 10-8 A 3.937 x 10-8 A 

Diode Ideality Factor (C) 𝐶2 = 2.2, 𝐶3=2.4 𝐶2 = 1.2 

Series Resistance (𝑅𝑆𝐸) 0.36 Ω 0.35 Ω 

Shunt Resistance (𝑅𝑆𝐻) 282.33 Ω 167.25 Ω 
 

Table 4: Comparison of estimated values at maximum power (𝑷𝒎𝒑𝒑) of Three-diode model and Two-diode model for poly-crystalline 

(KC200GT) solar cell 

Constraints Manufacturer 

Data at STC 

Three-diode 

model 

Two-diode 

Model 

% Relative 

Error of Three-

diode model 

% Relative 

Error of Two-

diode model 

Maximum Power (𝑃𝑚𝑝𝑝) 200 W 200.11 W 198.14 W - 0.055 0.93 

Voltage at 𝑃𝑚𝑝𝑝 (𝑉𝑚𝑝𝑝) 26.32 V 26.32 V 26.32 V 0.00 0.00 

Current at 𝑃𝑚𝑝𝑝 (𝐼𝑚𝑝𝑝) 7.61 A 7.603 A 7.528 A 0.091 1.077 

Voltage at open circuit (𝑉𝑜) 32.9 V 32.9 V 32.9 V 0.00 0.00 

Current at short circuit (𝐼𝑆𝐶) 8.21 A 8.21 A 8.21 A 0.00 0.00 

 
Table 5: Comparison of estimated values at maximum power (𝑷𝒎𝒑𝒑) of Three-diode model and Two-diode model for polycrystalline 

solar cell (MSX-64) 

Constraints Manufacturer 

Data at STC 

Three-diode 

model 

Two-diode 

Model 

% Relative 

Error of Three-

diode model 

% Relative 

Error of Two-

diode model 

Maximum Power (𝑃𝑚𝑝𝑝) 64 W 64.67 W 62.9 W - 1.04 1.71 

Voltage at 𝑃𝑚𝑝𝑝 (𝑉𝑚𝑝𝑝) 17.5 V 17.466 V 17.466 V 0.194 0.194 

Current at 𝑃𝑚𝑝𝑝 (𝐼𝑚𝑝𝑝) 3.66 A 3.682 A 3.605 A - 0.601 1.5 

Voltage at open circuit (𝑉𝑜) 21.3 V 21.3 V 21.3 V 0.00 0.00 

Current at short circuit (𝐼𝑆𝐶) 4 A 4 A 4 A 0.00 0.00 
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Figure 10: Power (W) Vs Voltage (V) Curve of 

Proposed Three-diode model and Two-diode model for 

MSX-64 at STC (250 C and 1000 KW/m2) 

Figure 11: Power (W) Vs Voltage (V) Curve of 

Proposed Three-diode and Two-diode model for 

KC200GT at STC (250 C and 1000 KW/m2) 

Figure 12: Comparison of Current (A) Vs Voltage (V) 

Curve of both Proposed Three-diode and Two-diode 

model for KG200GT with different irradiance at STC 

(250 C) 

Figure 13: Comparison of Current (A) Vs Voltage (V) 

Curve of both Proposed Three-diode and Two-diode 

model for KC200GT with different temperatures at 

STC (1000 KW/m2) 

Figure 14: Comparison of Current (A) Vs Voltage (V) 

Curve of both Proposed Three-diode and Two-diode 

model for MSX-64 with different irradiance at STC (250 

C)  

Figure 15: Comparison of Current (A) Vs Voltage (V) 

Curve of both Proposed Three-diode and Two-diode 

model for MSX-64 with different temperatures at STC 

(1000 KW/m2) 
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The proposed three-diode model truly requires only 

five constraints because saturation current 𝐼𝐷𝑆1 =

𝐼𝐷𝑆2 = 𝐼𝐷𝑆3 = 𝐼𝐷𝑆 whereas 𝐶1 = 1, 𝐶2 = 2.2, 𝐶3 is

chosen greater than 2 [2] and the value of p is 

recommended to be value larger than 2.2 [1].

Figure10 and Figure 11 signifies the power versus 

voltage curve of two diode and proposed three-diode 

model for multi or poly-crystalline solar cell at STC. 

Comparison of Current versus voltage curves of both 

two diode and proposed three-diode model for 

KC200GT solar cell at various temperature and 

irradiance points are illustrated in Figure 12 and 

Figure 13. Comparison of Current versus voltage 

curves of both two diode and proposed three-diode 

model for poly-crystalline MSX-64 at various 

temperature and irradiance points are illustrated in 

Figure 14 and Figure 15. From the obtained outcomes 

we can witness that both models exhibit the same 

performance at STC. However, proposed three diode 

model shows the better performance compared to two 

diode model precisely at lesser irradiance and higher 

temperature points especially for open circuit voltage. 

6. Conclusion

Developing the mathematical model of 

photovoltaic (PV) cell, to simulate the module and 

predict their actual performance at varying 

temperature and irradiance condition, is very 

significant for evaluation of photovoltaic cell, as well 

as for dynamic analysis of dc-dc converters and design 

of maximum power point algorithms. In this work the 

general method on modeling of photovoltaic cell 

module using three diode model is presented. The 

photovoltaic (PV) cell current-voltage equation 

formulation is analyzed at three main points 

specifically at open circuit voltage (𝑉𝑜) short circuit

current (𝐼𝑆𝐶) and maximum power point (𝑃𝑚𝑝𝑝)

condition. Distinct to the earlier model presented by 

some researchers this simplified three diode model 

needs the calculation of five constraints only. This 

paper has developed the detailed equations for 

modelling of three-diode PV module and necessary 

algorithm for evaluating constraints by effective 

iteration procedure. The accuracy of the developed 

model is validated by using experimental data 

provided by manufacturer’s datasheet for two different 

multi or polycrystalline photovoltaic (PV) modules. 

The proposed three-diode model have better 

performance regardless to variations in temperature 

and irradiance. In specific, this model shows the 

improved performance and accurateness at lower 

irradiance and higher temperature situations in 

comparison with two-diode model especially at the 

point of open circuit voltage condition.  
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Abstract. The undamped oscillations problem in an 

interconnected power system has been a matter of concern 

in several power systems for a long time. In fact, the 

oscillatory response of power plants under normal and 

fault conditions is one of the most dominant grid 

connection requirements to be met by robust control 

systems. This paper presents a new control scheme 

coordinating the Load Frequency Control (LFC) process 

with an Improved Power System Stabilizer (IPSS) loop 

whose main purpose is the power swings damping 

enhancement whenever subjected to sudden changes in 

load levels as well as disturbances. Accordingly, a 

performant tuned PI controller for LFC and an IPSS 

tuning method, are thoroughly discussed. Additionally, the 

impact of integrated wind farms of Doubly-Fed Induction 

Generator (DFIG) on the studied power system stability is 

investigated under different operating conditions. The 

simulation results of a modified 9-Bus IEEE test system 

are carried out proving the proposal’s applicability. 

 

Keywords: Load Frequency Control, Optimal Tuning, 

Improved Power System Stabilizer, PI  

Controller, Doubly-Fed Induction Generator 

 

1. INTRODUCTION 

Recently, with the rapid increase in energy 

demand, operation and control of interconnected 

power systems become one of the challenging 

issues to ensure sustainable and reliable supply. 

Practically, unpredictable load deviations even with 

slight amount may affect the nominal system 

behavior regarding especially its frequency value 

and the scheduled power exchanges [1]. Thus, 

modern energy management systems implicate 

several multi-level control schemes for each area 

such as importantly theAutomatic Generation 

Control (AGC), commonly referred to load-

frequency control (LFC), which constitutes almost 

additional secondary control aiming to eliminate 

the system deviations [2]. This control has been 

implemented adding an Area Control Error (ACE), 

which acts on the Turbine Governor‟s (TG) load 

reference settings [3]. It is a function of the real 

power interchange variations that the AGC 

mechanism desires to make zero [4] [5]. Literately, 

for a multi area system, various generation control 

strategies have been proposed since the 1970s [2] 

[6]. In fact, in [7], an overview about the AGC 

issue has been reported, it includes an overview of 

its schemes, power system models, control 

techniques, load characteristics, and its 

coordination with the renewable resources.  

Likewise, a review of LFC‟s control design has 

been revealed different approaches generally 

related to Proportional–Integral–Derivative (PID), 

full state feedback, adaptive and variable structure, 

intelligent, and networked control schemes. Pandey 

et al. suggested a thorough survey of LFC issue for 

distribution and conventional power systems [8]. 

Rerkpreedapong et al. proposed two robust 

decentralized control designs [9] using linear 

matrix inequalities technique and Proportional-

Integral (PI) basically tuned by the genetic 

algorithm. Similarly, Yu et al. presented a linear 

matrix inequalities based robust controller taking 

into consideration the communication delays [10]. 

The fuzzy controller is investigated in [11]. In [12], 

the sliding mode controller is recommended. 

Particularly, among all these proposals, PI 

controllers are frequently adopted in industrial 

applications in order to reduce the steady-state 

error to zero [13]. Previous studies have presented 

a combined LFC-AVR control design for power 

system stability improvements. In fact, the main 

concern was to judge only the mutual effects 

between LFC and AVR loops by coordinating a 

redesigned PSS [14]. In [15], the artificial bee 

colony approach has been applied. Other 

investigations using the metaheuristic bat inspired 

algorithm have been proposed in order to improve 

the LFC and AVR control strategies [16]. 

As a matter of fact, monitoring modern 

interconnected power systems effectively may 

necessitate the involvement of auxiliary powerful 

regulators such as the Power System Stabilizer 

(PSS) that aims basically to resolve oscillatory 

stability troubles as well as they are technically 

ameliorated. Over the last few decades, the great 

growth in electrical links were hosted new kinds of 

oscillation between the different areas constituting 

the power system. In fact, in case of large 
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immersion, inter-area modes possibly will be as 

low as 0.2 Hz. Besides, inter-machines oscillations 

in certain power plant could attain frequencies as 

high as 4.0 Hz with small machine inertia and high 

exciter gains [17]. Hence, damping all these 

oscillating modes efficiently is the major task that a 

PSS must assign. Literately, PSSs that are out of 

service or poorly tuned are the major stimulators of 

several blackouts such as the western U.S. in 1996. 

Additionally, even these difficulties have been 

fixed, great disturbances tend to induce 0.2Hz low-

frequency oscillations in the network [18]. In point 

of fact, in Brazil for example, the north-south 

interconnection has witnessed an increase to a new 

low-frequency inter-area mode needing a retuning 

of the existing PSSs [18]. Meanwhile, by retuning 

and coordinating PSSs efficiently, utilities are able 

enough to enhance extremely the damping of 

dominant inter-area modes. The most of the 

existing PSSs are power acceleration analog 

devices, but far ahead, modern manufacturers offer 

a digital PSS, denoted as PSS2B, which can be 

tuned simply as a speed-based PSS [19]. Later, a 

novel PSS design was suggested in [20] and 

incorporated in the revised IEEE standards as 

PSS4B. As well, it builds on a simple multiband 

transfer function while offering robust PSS tuning 

over a wide range of frequency. A thorough 

evaluation of these two types of PSSs was 

extensively explained in [18]. Likewise, recent 

researches focused on comparing different types of 

PSS taking into account its ability in judging local-

mode and inter-area damping performances 

especially while facing the possible adverse factors. 

The growing amount in electricity consumption 

stimulates the need to investigate the renewable 

energy resources. Chiefly, wind energy has 

witnessed a great revolution in several countries 

which try to carry out detailed analysis of its 

impact on their grid stability [21]. In fact, these 

studies deal mainly with different challenging 

aspects such as the fluctuating nature of wind 

power, its location, the generator technologies and 

its control strategy. The literature review has been 

presented various wind turbine generator 

technologies and has been focused basically on 

analyzing its influence and applicability in the 

power system under both disturbances and normal 

conditions. Generally, three types of wind turbine 

are widely used in industry namely, squirrel cage 

induction generator, direct drive synchronous 

generator, and especially Doubly Fed Induction 

Generator (DFIG) which becomes increasingly 

popular among the wind power conversion systems. 

Several comparative studies have been revealed the 

differences between these concepts regarding the 

generating system and the rotor aerodynamic 

efficiency especially during high wind speeds [22].  

The contribution of this paper is to investigate a 

new combination between an optimal LFC design 

and an Improved Power System Stabilizer (IPSS) 

in order to damp effectively power system 

oscillations and enhance the dynamic performances. 

The performed LFC design is basically equipped 

with a PI controller whose parameters are optimally 

tuned using a nonsmooth H∞ optimization 

technique. Later, in order to reinforce the 

operational grid capabilities while damping its 

fluctuations, a modified Multi Band-Power System 

Stabilizer (MB-PSS) is added and favorably tuned 

in the control process using the symmetrical 

approach which helps to meet the increasing load 

demand requirements. The whole system then will 

be subjected to a disturbance to validate the role of 

the coordinated AGC-IPSS design in restoring the 

system balance. The rest of paper carries out the 

performance validation of the suggested controllers 

in a modified IEEE 9-bus test system including 

DFIG wind turbines under different operating 

conditions. 

 

2. Proposed Control Strategy 

The research under investigation concerning 

power system control suggested a coordinated 

AGC-IPSS design as a challenging issue helping in 

monitoring the upcoming advances while keeping 

reasonably uniform system frequency. 

 

2.1. PI-Based LFC Design 

The change in frequency occurs whenever the 

load changes randomly. The error signal is 

amplified, mixed and transmuted into real power 

command signal which is dispatched then to the 

TG rising the torque value. The governor operates 

to restore the balance between the input and output 

by changing the turbine output while respecting the 

specified tolerance [23].  

Evidently, an auxiliary control action of a PI 

controller is chosen to be included in the present 

work as depicted in Fig. 1 in order to ensure a 

robust AGC loop design that keeps the power plant 

frequency under its nominal value. Fig. 2 displays 

the models of hydraulic turbine and governor 

associated with the synchronous machine block. 

Initially, the power system operates without wind 

power integration which will be the main purpose 

of the next section. All the system parameters are 

given in the Appendix. 
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dw Speed deviation (Hz) 

∆Pm  Change in mechanical power (pu) 

∆PL  Load disturbance (pu) 

Compared to multiple candidate control 

techniques such as PID, intelligent control (hybrid 

neuro fuzzy and fuzzy logic controllers..), variable 

structure, full state feedback (linear quadratic 

regulator) and other advanced strategies, PI 

controllers still widely used in industries thanks to 

their simplicity. Yet, in order to assure high 

dynamic system performances, tuning a PI 

regulator parameters becomes critical especially to 

meet the system non-linearity and its high 

complexity requirements [24]. Almost, as the 

dynamics of the investigated power system are 

typically nonlinear, special attentions are 

considered for designing the PI controller as 

follows [25][26]: 

Each area contributes to the frequency control 

and regulates its own load variations. Transient 

behavior should be reached optimally.  

In steady state, frequency and tie-line power 

exchanges are, respectively, returned to their 

nominal values (ACE = 0).  

The controller would be robust to meet the 

system parameters variation. 

As manual procedures are time-consuming, 

searching for new PI tuning software may help to 

meet the aims of tuning automatically the controller 

parameters while keeping a reasonable tradeoff 

between performance and robustness and offering 

simultaneously the desirable maximum overshoot, 

the phase and gain margins and the bandwidth of 

the closed-loop system. Therefore, the controller 

parameters are optimally selected through a PID 

tuner which provides a fast applicable single-loop 

tuning method with transfer function based-settings. 

PI parameters can be easily tuned while reaching a 

robust design with the desired response time. First, 

the software computes a linearized plant model 

perceived by the controller, identifies its input and 

output automatically, and uses the actual operating 

point for the linearization.  

The tuning approach deals mainly with the non-

smooth H∞ minimization technique. It solves the 

following constrained problem: 

Minimize  max i fi  (x) (1) 

 fi x  and gj(x)  are the normalized values 

of soft and hard tuning requirements [24]. 

Subject to  

       max j gj  (x)< 1, for   xmin < x < xmax 

(2) 

 x is the vector of PI parameters to tune. 

 xmin and xmax are the minimum and 

maximum values of the free parameters of 

the controller.  

In point of view of the tuning goals [27], the 

software approaches the optimization problem by 

resolving a sequence of unconstrained subproblems 

given by: 

min
𝑥

max (α f(x), g(x) ) (3) 

The multiplier „𝛂‟ is adjusted so that the solution 

converges to the solution of the original 

constrained optimization problem. Afterward, the 

tuning process will give new values of PI 

parameters that best solve the minimization 

problem. The block performances are verified 

finally in the test system. 

Additionally, in order to identify the optimal 

tuning method, a comparison study of using 

different optimization techniques may be 

significantly important. Thus, three criterions such 

as the Integral of the Square of the Error (ISE), 

Integral of the Absolute value of Error (IAE) and 

Integral of Time-weighted Absolute Error (ITAE) 

are calculated for each algorithm to evaluate the 

controller response. Meanwhile, the main objective 

here is to obtain the minimum values of these 

performance indices which are defined as follows: 

ISE = ACE2∞

0
dt (4) 

IAE =  ACE 
∞

0
dt (5) 

ITAE =  ACE 
∞

0
t dt (6) 

Literately, the ITAE minimization is mostly 

referred as a good tuning criterion to get PI 

parameters and useful index which penalizes long-

duration transients. The system response could 

have then a settling time much more quickly using 

the ITAE than using the ISE which penalizes in 

general large errors more than smaller ones. 

Likewise, to eliminate small errors, IAE index is 

accordingly taken into account as it affords slower 

 

Fig. 1. Block diagram of AGC design in a single 

area power plant with DFIG 

 

Fig. 2. Block diagram of hydraulic turbine and 

governor 
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response than ISE with less sustained fluctuations 

[28]. Hence, a great attention will be given 

importantly to the IAE and ITAE indices which 

help later to compare different tuning methods. 

 

2.2. Investigated IPSS Design  

Referring to several comparative studies, The 

IPSS model on which investigations in this paper 

are carried out is mainly based on the MB-PSS 

model (IEEE PSS4B) which presents competitive 

features in comparison with other controllers. 

Actually, it keeps greatly most of the PSS2B 

properties in local and torsional modes using an 

electrical power transducer that tracks high-

frequency dynamics as well as affording an 

improved lower-frequency inter-area modes. Fig. 3 

depicts the additional control loop of the performed 

IPSS which is installed in the excitation system 

whose block diagram is presented in Fig. 4. 

 

Fig. 3. Block diagram of the coordinated LFC-IPSS 

design in a single area power plant 

Vref  Reference voltage (pu) 

Vf  Field voltage (pu) 

FL  

 

Center frequency of low frequency band 

KL  Peak gain of the low frequency band 

FI Center frequency of the intermediate frequency 

band  

KI Peak gain of the intermediate frequency band 

FH  Center frequency of the high frequency band  

KH  Peak gain of the high frequency band 

VSmax  Limits imposed on the output of the stabilizer.  

Vstab  Stabilization voltage (pu) 

 
Fig. 4. Block diagram of the excitation system 

associated to the generator 

The MB-PSS block diagram constituting the 

IPSS block comprises principally three functions, 

namely the transducers, the lead-lag compensation 

and the limiters. In fact, two speed deviation 

transducers are implemented in the structure to feed 

three bands defining the lead-lag compensation. In 

addition to that, four adaptable limiters are offered 

for each band and the whole PSS output. 

In fact, the low band concerns very slow 

oscillating phenomena like common modes 

possibly created on isolated systems with 

frequency range typically under 0.2 Hz. The 

intermediate band deals with inter-area modes often 

found in the range of 0.2 to 1.0 Hz while the high 

band concerns local modes, either plant or inter-

machines, with a frequency range of 0.8 to 4.0 Hz. 

Besides, the speed deviation transducers are linked 

with the machine terminal currents and voltages. 

The first one measures accurately in the 0 to 2.0 Hz 

range, while the second one is intended for the high 

band with a range of frequency of 0.8 to 5.0 Hz. 

Importantly, the lead-lag compensation circuit is 

globally identified with six parameters which are 

the three filter central frequencies 𝐅𝐋 ,𝐅𝐈 , 𝐅𝐇  and 

the gains 𝐊𝐋, 𝐊𝐈, 𝐊𝐇. They are primarily required 

for efficient IPSS tuning. Time constants and 

branch gains for the low band case satisfy the 

following equations [29]: 

TLi =
1

2πFL R
     for  i=2,7 (7) 

TL1=
TL2

R
 (8) 

TL8= TL7. R (9) 

KLi =  
R2+ R

R2 − 2R+1
   for  i=1,2 ( 1

0) 

Table 1 proposes four candidate settings for the 

PSS4B [29]. They were elected from recent 

researches closely reflecting the greatest practices 

in the tuning process.  

The strategy of the current study deals mainly 

with the symmetrical approach which is based on 

varying the center frequency and gain of each band 

so as to accomplish a nearly flat phase response at 

the frequency of interest which is globally between 

0.1 Hz and 5Hz.  

Table 1. Proposed Settings for PSS4B 
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Settings 1 2 3 4 5 

R=1.2, Vsmax = −Vsmin = 0.1 

VImax = −VImin = VHmax = −VHmin = 0.6 

VLmin  -0.04 -0.04 -0.04 -0.02 -0.02 

VLmax  +0.08 +0.08 +0.08 +0.02 +0.02 

KL  20.5 13.7 13.7 6 6 

FL  0.116 0.116 0.116 0.08 0.19 

KI 41 27.3 31 27 30 

FI 0.506 0.506 0.506 0.8 1.1 

KH  85 75 68 159 150 

FH  12.1 12.1 12.1 12.1 12 

Setting 1 is the base core from which further sets 

are derived. Even it reaches relatively a uniform 

phase advance, this kind of PSS can support high 

gain whenever needed. The second setting helps in 

decreasing low-, intermediate-, and high-frequency 

gains. Setting 3, approximately same as setting 2, 

adds a washout in the high-frequency band in order 

to reduce the sensitivity to fast mechanical power 

ramps. Besides, setting 4 is the simple tuning one. 

It is based on three symmetrical bands related 

mainly to six parameters and designated to mimic 

setting 2 over a wide range of frequency.  

Accordingly, based on the selected set, the IPSS 

parameters are tuned and mentioned as „Setting 5‟ 

which diminishes fruitfully the regulator 

complexity without losing out so much on 

performance. In fact, this setting reveals the 

greatest oscillations damping as depicted in Fig. 5 

which presents the frequency response of „Gen 2‟ 

for different MB-PSS settings. As well, comparison 

between simulations shows the difference in 

frequency between all the settings as displayed in 

Fig. 6. 

 
Fig. 5. Frequency response of ‘Gen 2’ for differen

t settings under fault conditions 

 
Fig. 6. Difference in frequency between the p

roposed settings 

 
 

3. DFIG Wind Turbines Integration 

The simulation study of the investigated test 

system including DFIG wind turbines as shown in 

Fig. 1 aims essentially to highlight the impact of 

renewable energy whenever integrated on the 

power system under normal conditions as well as 

under disturbance. Meanwhile, treating the 

dynamic performances of this kind of turbines 

becomes a challenging issue that may affect the 

system stability. Reciprocally, this technology is 

able enough to support the grid with the 

appropriate reactive power and stable frequency 

and voltage, as well as helping in damping the 

power oscillations [30-32].  

The impact of wind power generation on the 

dynamic behavior of network is a key factor in 

considering a robust LFC design which may 

improve the system frequency response whenever 

exposed to slow changes of load and renewable 

resource especially in case of a disturbance event 

as it attracts more reactive power which may lead 

to withering voltage drop.  

Commonly, conventional power plants are rather 

effective at adjusting the power output to meet the 

load balance. Still, due to wind power intermittency, 

it is more difficult for wind turbines to track the 

load demand variation. Therefore, simulation 

purposes address mainly the robustness of the 

optimized LFC loop in coordination with the 

performed IPSS while restraining the frequency 

deviation efficiently and showing faster response 

and stability.  

4. Simulation and Results 

The IEEE 9-bus system illustrated in Fig. 7 is 

adopted in this study. This test case represents a 

simple approximation of the western system 

coordinating council to an equivalent system with 9 

buses, 3 generators, 3 two-winding power 

transformers,  6 lines and 3 loads. The line 
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complex powers are around hundreds of MVA each 

and the voltage levels are 13.8 kV, 16.5 kV, 18 kV, 

and 230 kV. „Gen 1‟ designs the swing generator. 

The standard test system witnessed a modification 

regarding the generators „Gen 2‟ and „Gen 3‟ which 

are replaced by new power plants involving 

similarly the LFC and IPSS equipments as well as 

integrating DFIG wind turbines in an advanced step. 

The proposed control scheme is incorporated into 

the HTG and excitation system blocks as shown in 

Fig. 8. 

 
Fig. 7. 9-Bus IEEE test system 

 

 

 

Fig. 8. Simulink model of the Hydraulic Turbin

e and Governor (HTG) and Excitation System 

blocks associated to Generator ‘Gen 2’ 
 

 

4.1. LFC Based-Tuned PI Controller Impact 

The major interest is to evaluate first the 

designed LFC performances in an interconnected 

power system basically related to the loading 

conditions.  

According to Fig. 9 which depict the frequency 

response delivered by „Gen 2‟, it‟s clear that after 

its integration, the swings constituting the signal 

decrease in number and amplitude to get finally a 

frequency recovered close to the nominal 

frequency which is around 50 Hz. Particularly, the 

sudden increase in load demand at 3 s causes 

thorough frequency perturbations which are 

attenuated gradually. Meanwhile, AGC application 

may help significantly in maintaining the frequency 

at the scheduled values. 

 
Fig. 9. Frequency Response of Generator ‘Gen

 2’ 

In fact, choosing randomly the controller 

parameters may not ensure the best performances 

regarding the frequency‟s stability. Yet, the 

application of the tuning process reveals better 

frequency response nearly close to the nominal 

system frequency. Actually, during overloading 

condition, the frequency deviations persist for a 

long period, thus, with the optimized LFC loop, the 

governor system will be able to absorb effectively 

the frequency fluctuations. Simulation results prove 

definitely that LFC based-tuned PI controller 

application can damp efficiently the frequency 

oscillations in reaction to the changing demand. 

Beforehand, In order to justify the efficiency of the 

proposed method, several approaches are 

implemented and applied for optimal tuning of PI 

parameters. In fact, based on the comparative 

analysis shown in Table 2, the non-smooth 

optimization technique is chosen to be adopted in 

this study as it demonstrates its excellence in 

giving better results by affording the least values of 

IAE and ITAE indices and meeting the desired 

requirements. 

Table 2. Comparison of Performance Indices fo

r PI controller 

       Tuning

Approach 

Performance 
   Indices 

Gene

tic  

Algo
rithm 

Simpl

ex  

Searc
h 

Sequent
ial  

Quadrat

ic  
Progra

mming 

Activ
e 

Set 

Nons

moot

h H∞ 

ISE 7.26

 

10−5 

7.22 

10−5 

7.32 

10−5 

7.29 

10−5 
7.29 

10−5 

IAE 0.01

5 
0.016 0.016 

0.015 
0.015 

ITAE 0.24 0.24 0.24 0.24 0.23 

Eventually, as the system voltage and frequency 

responses are strongly sensitive even to slight 

changes in load, results will take into account the 

effect of the designed LFC connection particularly 

on the load buses. Therefore, analysis will basically 
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focus on the nearest variable load located at bus 8. 

Its voltage magnitude profile is shown in Fig. 10. 

 

Evidently, it is clearly shown that the load 

variation would cause remarkable perturbations 

which are later damped out significantly after 

integrating the performed LFC process into the 

system.  

4.2. Involvement of IPSS Control 

In addition to the performed LFC equipment, 

the designed IPSS is now installed for each 

generator. Its parameters are tuned and defined in 

„setting 5‟ as mentioned previously in Table 1. The 

IPSS frequency response is definitely plotted in Fig. 

11. 

 

Fig. 11. IPSS Frequency Response 

Evidently, the IPSS gains seem to be more 

aggressive and consequently more effective 

especially in the critical inter-area frequency range 

from 0.1 to 1 Hz. Furthermore, its frequency 

response confirms definitely that the IPSS phase is 

nearly flat around 80 degrees in the frequency 

range of interest. In fact, to guarantee robust 

damping, this PSS ought to imply, at all 

frequencies of interest, a moderate phase advance 

in order to compensate the lag created between the 

field excitation and the electrical torque. 

For reasons of simplicity, this study chooses as 

example of concern the generator number 2 „Gen 

2‟. IPSS will definitely control the excitation 

system in order to reduce the power swings rapidly 

as shown in Fig. 12 which depicts the frequency 

response of „Gen 2‟ in reaction to the load variation. 

 

Fig. 12. Frequency Response of Generator 

‘Gen 2’ Likewise, grid security may involve also the 

analysis of each contingency of any disturbance 

occurring in the power system. Thus, a three-phase 

fault is investigated in this work. In fact, several 

studies gave great concern to this type of 

disturbance as the most severe one for transient 

stability problems. First, the fault occurs temporary 

on the load bus (bus 8) at time t = 15 s, and it is 

cleared at time t = 15.2 s. 

The frequency oscillations are remarkably 

reduced and kept limited after the application of the 

designed control system coordinating the optimized 

LFC with the IPSS. It reveals great damping of 

swings compared to the case where the performed 

controllers are not installed.  

Actually, the performed IPSS provides an 

additional signal aiming essentially to dampen the 

generator torque oscillations. This control signal 

affords positive damping effect, while keeping the 

voltage level under its limit of stability. Fig. 13 

reveals the voltage magnitude profile at bus 8 

where the variable load is set.  

 
 

 

Fig. 10. Voltage Profile of Bus 8 
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Likewise, Fig. 13. (a) displays clearly a detailed 

zoom of the voltage oscillations of that bus at the 

moment of load demand rise at 5 under normal 

conditions. In fact, adding the IPSS to the current 

system delivers fast response with less number of 

swings and decreased amplitudes. Subsequently, 

Fig. 13. (b) shows great result only after installing 

the coordinated LFC-IPSS loops in the power 

system when subjected to a fault. It helps 

absolutely in keeping the voltage of the disturbed 

bus almost stable around the nominal value.  

Furthermore, one other important variable that 

should be considered in the control process as to 

generator stability is basically related to its load 

angle. In fact, it demonstrates how close the 

machine is to the static stability limit. It increases 

proportionally with the active load: as well as the 

angle is amply large, the generator is close enough 

to the stability limit while keeping its synchronism.  

Fig. 14 shows the load angle evolution of „Gen 

2‟. It‟s remarkable that the load angle is retained 

between 20° to 30°. Consequently, it provides a 

great margin of stability whenever the power 

demand rises. The generator will be then able to 

outfit the load by increasing its load angle up to 90° 

maximally. 

 
Fig. 14. Load Angle of Generator ‘Gen 2’ 

Equally, the control process involves 

several operating parameters such as the 

electromagnetic torque and the rotor angle 

deviation especially to evaluate the dynamic 

system stability. The simulation results shown in 

Fig. 15 and Fig. 16 confirm the crucial role that the 

IPSS plays in damping the undesirable fluctuations 

in number and amplitude in order to enhance the 

system response to any sudden load variation. All 

the previous simulations prove that ensuring power 

system stability may require certainly powerful 

control tools including LFC and IPSS equipments. 

 
Fig. 15. Electromagnetic Torque of Generator 

‘Gen 2’ 

 
Fig. 16. Rotor Angle Deviation of Generator ‘

Gen 2’ 
 

4.3. Evaluation of Wind Power Penetration 

To analyze the impact of wind power generation 

on the dynamic behavior of the power system, 

different wind power penetration levels at 10 to 30 % 

are examined. In fact, two wind farms are installed 

in bus 9 and bus 7 just near to the designed power 

plants (Gen 3 and Gen 2, respectively). Each wind 

farm is connected locally to a 25 kV distribution 

system and consisted of DFIG wind turbines, rated 

9 MW each. The system response is investigated 

first under normal conditions. Subsequently, in 

order to test the efficiency of the proposed 

controller in solving the system stability problem in 

presence of DFIG wind turbines, a three phase fault 

is created at theload bus (bus 8) at t=15 s and 

cleared at t =15.2 s.  The frequency responses of 

generator „Gen 2‟ for 10% and 20% of wind power 

penetration are presented in Fig. 17 and Fig. 18, 

 
 

 

Fig. 13. Voltage Profile of Bus 8 

 

(a) (b) 
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respectively. 

 

Fig. 17. Frequency Response of Generator ‘Ge

n 2’ with 10% wind penetration scenario 

 

Fig. 18. Frequency Response of Generator ‘Ge

n 2’ with 20% wind penetration scenario 

 

Obviously, the results are relatively similar. It 

is noticeable that on implementing coordinated 

LFC-IPSS process, when compared with the initial 

situation, the frequency of the machine under test 

achieves great response in terms of power 

oscillations especially when the wind farms 

generate the maximum of their power at 14 s as 

shown in detail in the zoomed in plot of the 

frequency responses of generator „Gen 2‟. The 

generator frequency oscillations demonstrate 

enhanced response too before, during and after the 

fault only in case where both of the performed LFC 

and IPSS regulators are involved in the grid‟s 

control system. Yet, when wind penetration 

increases beyond 30%, the frequency stability is 

significantly degraded as shown in Fig. 19. The 

generator unit equipped with the proposed control 

scheme is unable to maintain ideally desirable 

frequency deviations. Thus, in order to keep stable 

operation of generators, the simulation study will 

be conducted mainly for 20% wind penetration into 

the test system. The installed DFIG wind turbines 

export in total 72 MW.  

 
 

Fig. 19. Frequency Response of Generator ‘Gen

 2’ with 30% wind penetration scenario 

Practically, the generator torque evolution is 

one of the most challenging issues that should be 

controlled for system stability improvement 

purposes. In fact, it is clearly shown that injecting 

an intermittent power with rate of 72 MW to the 

power system is able enough to disturb the system 

waveforms. The more electrical power is generated, 

the more small fluctuations occur.  Fig. 20 and Fig. 

21 depict the electromagnetic torque and the load 

angle of generator „Gen 2‟, respectively, before and 

after adding the proposed control scheme to the test 

system. It demonstrates considerable effect of these 

regulators in regaining approximately the nominal 

value reached in the initial case as well as 

maintaining the equilibrium of the system and 

damping the power oscillations. Additionally, 

applying a disturbance to the system may definitely 

result in change in frequency, load angle, machine‟s 

torque or voltage.., forcing the system to trip. Thus, 

only the wind turbine will operate until the fault is 

cleared. Therefore, the proposed controllers try to 

increase damping the maximum of the generated 

swings and regulate the waveforms at their set 

points. 
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Fig. 20. Electromagnetic Torque of Generator ‘

Gen 2’ 

 

Fig. 21. Load Angle of Generator ‘Gen 2’ 

The investigated wind farm is able 

enough to support the power system voltage during 

fault condition. In fact, DFIG wind turbines 

generate increasingly sufficient reactive power 

during the disturbance and decreases to its value 

after the fault clearance. Hence, in addition to 

DFIG support, coordinated LFC-IPSS process is 

also considered as shown in Fig. 22 which 

represents the voltage profile of the load bus under 

different operating conditions. Fig. 22. (a) proves 

that wind power incorporation may cause important 

voltage dip whenever involved with irrational rates. 

As well, Fig. 22. (b) which is a zoomed in plot of 

the bus voltage at the moment of fault reveals an 

improved oscillatory evolution roughly stable 

around the nominal value. 

 

Fig. 22. Voltage Profile of Bus 8 

 

5. Conclusion 

 The main contribution of this paper deals with 

designing and implementing a LFC based tuned-PI 

controller in coordination with an IPSS regulator 

under different operating conditions. This control 

scheme design is applied to the investigated model 

of the studied power system which shows effective 

response while enhancing its stability. In fact, 

robustness is critical in these control loops design 

since the loading conditions are unpredictably 

changing.  An attempt is made first to PI controller 

which helps practically whenever tuned optimally 

in enhancing the dynamic performance of LFC in 

such interconnected power system. Actually, the 

use of H∞methodology for the tuning goal helps 

considerably in synthesizing PI controller in the 

frequency-domain. Typically, the controller design 

requirements such as speed of response, control 

bandwidth, disturbance rejection, and robust 

stability can be reached. However, in terms of 

speed of execution, it takes a significant amount of 

computer time. The comparison of different 

techniques proves that the H∞ methodology 

provides the minimum values of the performance 

indices (ISE, IAE, and ITAE). Additionally, a great 

attention is given to system stability which is 

improved while integrating the designed IPSS loop. 

The tuning process is also investigated in the 

present work. In fact, the proposed IPSS settings 

show superior performances to the other settings in 

providing efficient damping of power system 

oscillations. Furthermore, the current study shows 

appreciable enhancements in the system response 

 

 

(a) 

(b) 

(b) 
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in presence of the suggested control structure after 

being affected by DFIG wind turbines installation. 

The simulation results prove that optimized LFC 

and IPSS regulator is very effective and guarantees 

good dynamic performance under normal and fault 

conditions. 

 
Nomenclature 
LFC Load Frequency Control 

IPSS Improved Power System Stabilizer 

DFIG Doubly Fed Induction Generator 

ACE Area Control Error 

AGC Automatic Generation Control 

TG Turbine Governor 

PI Proportional-Integral 

PID Proportional-Integral-Derivative 

PSS Power System Stabilizer 

MB-PSS Multi Band-Power System Stabilizer 

ISE Integral of the Square of the Error 

IAE Integral of the Absolute value of Error 

ITAE Integral of Time-weighted Absolute Error 

 

Appendix 

System parameters [33] 

Table 3. Synchronous generator parameters   
Parameters Value 

Nominal power 

line-to-line voltage 

Nominal frequency 

d-axis synchronous reactance, xd 

d-axis transient reactance, Xd
' 

d-axis sub-transient reactance, Xd
'' 

q-axis synchronous reactance, Xq 

q-axis sub-transient reactance, Xq
'' 

Leakage reactance, Xl 

d-axis transient short circuit time constant, 

Td
' 

d-axis sub-transient short circuit time 

constant, Td
'' 

q-axis sub-transient open circuit time 

constant, Tqo
'' 

Stator resistance, Rs 

Inertia coefficient, H 

192 MVA 

13.8 KV 

50 Hz 

1.305 pu 

0.296 pu 

0.252 pu 

0.474 pu 

0.243 pu 

0.18 pu 

1.01 s 

0.053 s 

0.1 s 

0.00285 

pu 

3.7 pu 

 

 

Table 4. Hydraulic turbine and governor 

parameters 
Parameters Value 

Servo gain, Ka 

Servo time constant, Ta 

Permanent droop, Rp 

Water starting time, Tw 

Filter time constant, Td  

Proportional gain, Kp 

Integral gain, Ki 

Derivative gain, Kd 

3.3 

0.07 s 

0.05 

2.67 s 

  0.01 

1.163 

0.105 

0     

 

Table 5. Excitation system parameters 
Parameters Value 

Low-pass filter time constant, Tr 

voltage regulator gain, Ka 

voltage regulator time constant, Ta 

Exciter gain, Ke 

Exciter time constant, Te 

Damping filter gain, Kf 

Damping filter time constant, Tf 

Transient gain reduction lag time constant, Tb 

Transient gain reduction  lead time constant, 

Tc 

0.02 s 

300 

0.001 

s 

1 

0 

0.001 

0.1 s 

0 

0 

 

Table 6. DFIG parameters  
Parameters Value 

Nominal power  

Rated voltage  

Pair of poles 

Rated frequency 

Stator resistance, Rs 

Rotor resistance, Rr
' 

Stator leakage inductance, Lls 

Rotor leakage inductance, Llr
' 

Mutual inductance, Lm 

Inertia constant, H 

Friction factor, F 

9 MW 

575 V 

3 

50 Hz 

0.00706 pu 

0.005 pu 

0.171 pu 

0.156 pu 

2.9 pu  

5.04 s  

0.01 pu 
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Abstract - Protection of Doubly Fed Induction Generator 

(DFIG) wind turbine from failure operation due to grid 

disturbances is necessary via accomplishing reactive 

power compensation. Static Synchronous Shunt 

Compensator (STATCOM) based on AC voltage 

magnitude regulator and Shunt Active Power Filter 

(SAPF) based on load calculations at Point of Common 

Coupling (PCC) are used to enhance the dynamic 

response of DFIG regulated voltage during grid 

disturbances. An assessment performance study between 

these devices is introduced in this paper. STATCOM and 

SAPF are proposed under the presence of the weak grid 

and the power converter of DFIG is operated in Unity 

Power Factor (UPF) mode. Also, the maximum energy 

production of DFIG using Genetic Algorithm (GA) 

optimization feeding the load and the grid is still working 

over the entire operation. Simulation results reveal that 

STATCOM enhanced the dynamic voltage response of 

DFIG compared to SAPF under grid disturbances and 

wind speed variation.  

Keywords: DFIG wind turbine; MPPT; STATCOM; Shunt 

active power filter; PI controller; Power quality; Voltage 

terminal regulation.  

1. Introduction
Most of Doubly Fed Induction Generator (DFIG) large

size wind turbines based Wind Energy Conversion System

(WECS) are in isolated places due to its noise pollution.

Those areas have weak electric power grids with low fault

current ratios, low reactance/resistance ratio of the

transmission line and under voltage conditions.

Conventional reactive power compensation devices

especially in weak grid interconnected with DFIG wind

turbines like AC filters cannot adjust reactive power

balance continuously [1]. This paper presents Static

Synchronous Shunt Compensator (STATCOM) and Shunt

Active Power Filter (SAPF) based different reactive power

control strategies to realise continuous adjustment. DFIG

wind turbine is designed to do its function and track the

maximum power between cut-in speed and rated wind

speed under grid disturbances and different wind speed. 

The peak power is obtained by speed regulator in Rotor 

Side Converter (RSC) of DFIG which regulates the rotor 

speed at optimum value using Genetic Algorithm (GA) 

optimization via optimum Tip Speed Ratio (TSR) 

technique that achieves the peak power coefficient [2]-[3].  

There are problems produced from grid disturbances 

happened in weak grid interconnected with DFIG wind 

turbines such as loss of speed, influence on the 

performance of generator, and peak current due to voltage 

sag occurrence and damage of insulation of generator due 

to voltage swell occurrence. Where the grid disturbances 

used here in this study are sudden inductive load, sudden 

capacitive load, and three phase fault. 

The right observing of voltage stability response versus 

real-time in a power system under grid disturbances and 

wind speed variation is needed for protecting generator 

and working efficiently at any condition. The bus voltage 

at Point of Common Coupling (PCC) is local quantity so it 

is very costly to control the bus voltage at the remote node 

by the use of conventional power stations. It is because the 

reactive power flow in the system is related to changes in 

voltage which increases the power losses in the electric 

grid. Hence, it is important to install voltage control 

devices in the transmission or distribution network even if 

the wind turbine has voltage controlling capability because 

the wind turbines are located at a far distance location 

from the load center [4].  

To overcome this problem, one of Flexible AC 

Transmission Systems (FACTS) devices based power 

electronic converters such as STATCOM is used and one 

of active power filter devices like SAPF is also used. The 

two devices each separately are used to regulate the 

terminal voltage of DFIG at its nominal level. Where, 

STATCOM based AC voltage magnitude regulator and 

SAPF based load calculations are tested by connecting 

each of them separately in parallel with the sudden load at 

PCC. The sudden load is connected to PCC through three 

phase circuit breaker. The sudden load in the first case is 

inductive load causes a disturbance leads to voltage sag 

and in the second case is a capacitive load causes a 
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disturbance leads to voltage swell. Also, STATCOM and 

SAPF each separately are tested under three phase fault as 

a grid disturbance happened through using ground 

resistance. The cases under study represent the grid power 

quality disturbances. The selection of these study cases is 

according to the power quality indices mentioned in 

different international standards and specifications such as 

IEC 62271-100 for high voltage switchgear limits, IEC 

60255 for medium voltage limits, and IEC 364 for low 

voltage installation [5-6]. MATLAB /Simulink 

environment is used to implement the cases under study. 

The results of the simulations for previous mentioned 

cases are examined, with and without compensation, to 

indicate the advantages and differences between 

performance of STATCOM and SAPF design for power 

quality improvement and voltage regulation of DFIG wind 

turbine.   

This study is arranged as follows. Section 2 

summarizes the related work. The wind turbine description 

is elaborated in Section 3 to find out the aerodynamic 

system and the operating regions of wind turbine. In 

Section 4, it describes the TSR optimum technique using 

GA optimization. In Section 5, it indicates the way of 

solving power coefficient equation in terms of pitch angle 

and TSR using GA. The fourth order state-space model of 

the DFIG wind turbine is described in Section 6. A design 

of the RSC control circuit based speed regulator and Grid 

Side Converter (GSC) based DC-link voltage regulator are 

explained in Section 7 to illustrate how DFIG tracks the 

maximum power point and keeps the DC-link voltage at a 

constant required level for RSC. Operating DFIG wind 

turbine before occurrence of grid disturbances is 

demonstrated in Section 8. Appearance of grid 

disturbances effect before using STATCOM and SAPF is 

explained in Section 9. In section 10, it illustrates the 

design of STATCOM. In section 11, it explains the control 

scheme of SAPF. In section 12, the PI controller method 

used for all regulators in this study is demonstrated with 

values. Moreover, the digital simulation results are 

discussed in Section 13 under wind speed variation 

followed by a conclusion in Section 14. 

2. Related work 
Significant research on the dynamic voltage response of 

DFIG wind turbine has been reported in the literature with 

Stability Improvement of DFIG-Based Wind Farm 

Integrated Power System Using ANFIS Controlled 

STATCOM [7] included how to achieve system stability 

using STATCOM based on intelligence technique but the 

performance between STATCOM and SAPF based on 

voltage control has not been illustrated. Static Reactive 

Power Compensator Design, Based on Three-Phase 

Voltage Converter [8] mainly introduced only how to 

design STATCOM based on three phase voltage converter 

in regulating of terminal voltage using conventional 

controllers for renewable energy and its role in achieving 

fast response compared to SVC, but the effect of voltage 

sag and swell were not studied. A Simulation Model for 

Providing Analysis of Wind Farms Frequency and Voltage 

Regulation Services in an Electrical Power System [9] 

only considered accomplishing of the voltage regulation 

via power converter of the wind turbine under load 

condition, but the comparative analysis study between 

STATCOM and SAPF under effect of voltage sag and 

swell are not studied .While some researchers have 

concentrated on the Power Quality Issues and Mitigation 

for Electric Grids with Wind Power Penetration [10], it 

was only concluded that the voltage fluctuations due to 

wind intermittency based on Saudi daily load profile can 

be mitigated via reactive power compensation of the 

interface inverter without any illustration to control 

schemes of these devices. MPPT operation can be 

accomplished using traditional methods without using 

current control based on intelligence techniques for MPPT 

performance. The paper Maximum power production 

operation of doubly fed induction generator wind turbine 

using adaptive neural network and conventional 

controllers [11] focused only how to track the maximum 

power point using conventional and intelligence 

techniques, but the voltage regulation effect under this 

operation is not considered. The paper Two-Level Grid-

Side Converter-Based STATCOM and Shunt Active 

Power Filter of Variable-Speed DFIG Wind Turbine-

Based WECS Using SVM for Terminal Voltage [12] 

proposed only a voltage regulation of DFIG wind turbine 

via modification of GSC control circuit to operate as 

SAPF and STATCOM separately, but the fault occurrence 

is not studied. In LVRT and Stability Enhancement of 

Grid-Tied Wind Farm Using DFIG-Based Wind Turbine 

[13] focused only on accomplishing terminal voltage 

regulation via control scheme of RSC using conventional 

regulators by supplying the required amount of reactive 

power to achieve system stability, but the voltage swell 

case in not studied.     

The main contributions of this study contain on (1) 

illustration of the performance of STATCOM based AC 

voltage magnitude regulator and SAPF based load 

calculations and to illustrate the difference between each 

performance under different grid disturbances, (2) during 

the operation of voltage regulation, the power coefficient 

equation in terms of TSR at zero pitch angle for wind 

speed less than rated speed is optimized using GA under 

conditions of the MPPT control region, and (3) a detailed 

mathematical model for STATCOM to indicate its 

performance in voltage regulation. 

3. Operating region and aerodynamics of the 

wind turbine 
A. Operating region of the wind turbine 

The wind turbine works at different dynamics from the 

cut-in wind speed (4 m/s) to the cut-out wind speed (24 

m/s) as illustrated in Figure 1. Three operating wind speed 

point can be observed in this figure [14]. The important 

used notations are described in Table 1. 
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Table 1  

Notations 
Notation Description  

          Rated mechanical power (W) 

          Rated mechanical torque (N-m) 

    Wind Speed (m/s) 

   
   Reference DC-link voltage (V) 

    Power coefficient 

        Maximum power coefficient 

   Tip Speed Ratio (TSR)  

      Optimum TSR 

   Pitch angle 

    Rotational turbine speed (rad/s) 

        Optimum rotational turbine speed (rad/s) 

    Synchronous angular velocity (rad/s) 

    Rotor electrical angular speed (rad/s) 

    Mechanical angular speed of generator (rad/s) 

          Rated value of    (rad/s) 

    Bandwidth frequency (rad/s) 

      Bandwidth frequency of speed regulator (rad/s) 

      Bandwidth frequency of var regulator (rad/s) 

      Bandwidth frequency of DC-link voltage regulator 

(rad/s) 

     Switching frequency (Hz) 

     Switching frequency (rad/s) 

        Bandwidth frequency of outer loop 

        Three phase stator voltages (V)  

        Three phase stator currents (A) 

        Three phase rotor currents (A) 

        Three phase grid currents (A) 

          Three phase GSC currents (A) 

           Three phase wind turbine currents (A) 

        Three phase load currents (A) 

        Three phase fault currents (A) 

         Three phase filter currents (A) 

         Voltage source converter output voltage in d-axis 

         Converter output current in d-axis 

        PCC bus voltage in d-axis 

         Modulation index of STATCOM in d-axis 

         Voltage source converter output voltage in q-axis 

         Converter output current in q-axis 

        PCC bus voltage in q-axis 

         Modulation index of STATCOM in q-axis 

     Capacitance of DC-link voltage of STATCOM 

      PCC bus voltage 

       Output of DC-link voltage regulator 

    Filter capacitor  

     Grid current in d-axis 

     Grid current in q-axis 

      Output of PCC terminal voltage regulator 

       
   Reference converter output current in d-axis 

       
   Reference converter output current in q-axis 

   
   Low frequency component of the load current in d-

axis 

   
    Low frequency component of the load current in q-

axis 

   
   High frequency component of the load current in d-

axis 

   
   High frequency component of the load current in q-

axis 

    Load current in zero-axis component  

       Compensation reference current in a-axis 

       Compensation reference current in b-axis 

       Compensation reference current in c-axis 

 

 
Fig. 1 Power speed curve of variable speed wind turbine. 

 

B. Aerodynamic of the wind turbine 

The energy conversion of the wind turbine can be 

represented by the nonlinear equations as follows [14]: 

 

          
                                                               

                                                                                                                                                 

Where ρ is the air density (kg/   ),       is area 

covered by turbine blades (  ), and R is rotor radius (m). 

The power captured by the wind turbine depends on    for 

a given wind speed. The relationship of   with λ and β 

represents output characteristics of the wind turbine as in 

equation (2): 

 

              (
   

  
       )  

 
  

                                                                                                      

Where   is a variable expressing the linear speed of blade 

tip to speed of wind.   and  
 

  
  can be expressed as in 

equations (3) and (4), respectively. 

 

  
   

  
                                                                                                                                                                                                                                               

 
 

  
 

 

       
 

     

    
                                                          

                                                                                                                                               

By using equation (2), the typical    versus   curve at 

various pitch angles   is shown in Figure 2. As mentioned 

before, there is an optimum value of λ that gives 

maximum power coefficient       . The maximum value 

of     theoretically is nearly 0.59 [14].   

 

0 5 10 15 20
0

0.5

1

1.5

2
x 10

6

V
w

 [m/s]

P
m

 [
W

]

Cut In 

Speed

MPPT Curve
Rated Speed

Pitch Control ModeMPPT Mode

Cut Out Speed

Journal of Electrical Engineering ISSN 1582-4594 - Vol 22 No 1 (2022)

79



 

  

Fig. 2 Power coefficient    λ    versus λ for different 

values of pitch angle  . 

 

So, in the mode of Maximum Power Point Tracking 

(MPPT) which is between cut-in wind speed and rated 

wind speed, If λ is being constant at its optimal value 

corresponding to       , this ensures that the wind turbine 

is operated at its maximum operating point. Figure 3 

shows turbine mechanical power as a function of turbine 

speed by substituting equations (2), (3) and (4) in equation 

(1) at various wind speed and TSR λ. The required power 

for wind speed is a maximum value at       . This is the 

speed which corresponds to      and       . To obtain the 

maximum power, the turbine must work at     . This is 

available by controlling the rotational speed of the turbine 

in order to rotate at the optimum speed of rotation. The 

points of maximum power curve are obtained as illustrated 

in Figure 3.  

 

 
Fig. 3 Output mechanical power of 1.5 MW DFIG turbine 

and MPP versus turbine speed at various wind speed. 

 

4. MPPT based optimal TSR technique 
For MPPT the optimal TSR      is measured at maximum 

power coefficient        and zero pitch angle   by using 

equation (2). Equation (2) is optimized for various λ using 

optimization method called Genetic Algorithm (GA) in 

present work. The next section will describe the GA 

method. 

5. Genetic algorithm optimization 
The GA based on natural selection is a powerful 

optimization technique [15], [16], [17], [18]. Optimizing 

functions called fitness functions is the main aim of GA. 

The GA controller is used in the region between the cut-in 

speed and the rated wind speed to find the maximum 

power at various wind speed. To get and track the 

maximum power point, it must get the optimal value of λ 

at maximum power coefficient and this is done by GA to 

solve equation (2) at various values of λ. Where the pitch 

angle   is zero in this region. The object function used in 

this work is one variable equation, then it is necessary to 

define constraints and the other required parameters of GA 

as the following:  

0 ≤ λ ≤ 13 

Where        and        . The parameters for GA 

are given in Table 2. 

 

Table 2  

Parameters of GA 

GA property Value 

Chromosome Length 16 

Population Size 200 

No. of iterations (Generations) 150 

 

The object function is given as in equation (5): 

 

            (
   

  
  )  

 
  

                                                                                                          

 

Where 
 

  
 

 

 
       at    . Then, the above equation is 

entered in the GA under mentioned conditions and the 

result value obtained after number of generations 

(Iterations) of power coefficient using GA is        

     as depicted in Figure 4. The TSR λ corresponding to 

       is          is illustrated in Figure 5. 

 

 
Fig. 4 Maximum power coefficient        versus number 

of iterations. 
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Fig. 5 Optimal value of TSR λ versus number of iterations. 

 

So, it is important to get    which is corresponding to      

at different wind speed at specified    corresponding to 

the maximum power that can be obtained using equation 

(1) as illustrated in Figure 3. The wind turbine parameters 

used in this work are shown in Table 3. 
 

Table 3  

Parameters of wind turbine 

Parameter Symbol 
Value and 

Units 

Air density ρ 1.225 Kg/   

Number of blades         3 

Rated wind speed              12 m/sec 

Cut-in/out wind 

speed 
                 

4/24 m/sec 

Rated Power        1.5 MW 

Blade length R 30.6567m 

Gearbox ratio     57.7996 

Max    (MPPT)       0.48 

Optimal λ (MPPT) λ    8.1 

6. Model of DFIG based WECS 
The structure of 1.5 MW DFIG is illustrated in Figure 6. 

The dynamics of 1.5 MW DFIG are represented by state 

space model (fourth order) using the d-q synchronous 

reference frame as described in equations (6)-(9) [5]. 

Where    ,    ,    and     are the q and d-axis stator and 

rotor voltages, respectively.     ,     ,     and     are the q 

and d-axis stator and rotor currents, respectively.     ,     

,     and     are the q and d-axis stator and rotor fluxes, 

respectively.  

 

 
Fig. 6 DFIG wind turbine based WECS. 

                
 

  
                                                                                                                                                                                                                  

                
 

  
                                                                                                                                                                                                               

                     
 

  
                                                                                                                                                                        

                     
 

  
                            

                                                                                                                                       

Where    and    are the stator and rotor resistances, 

respectively. The flux linkage equations are described as 

in equations (10)-(13): 

 

                                                                                                                                                                                                                                                                   

                                                                                                                                                                                                                                                                   
                                                                                                                                                                                                                                                                

                                                                        
                                                                                                                                                                                      

Where    ,     and    are the stator, rotor and mutual 

inductances, respectively, with           and 

          ;     and     are the stator and rotor self- 

inductance, respectively. All the equations mentioned 

above represent induction motor equations. When the 

induction motor works as a generator, the current direction 

will be opposite. The active and reactive power outputs 

from stator and rotor side are described as in equations 

(14)-(17): 

 

   
 

 
(             )                                                                                                                                                                                                                               

   
 

 
(             )                                                                                                                                                                                                                       

   
 

 
(             )                                                                                                                                                                                                                             

   
 

 
(             )                                                                                                                                                                                                                         

 

The total active and reactive powers produced by DFIG 

are described as in equations (18)-(19): 

 

                                                                                                                                                                                                                                                                            
                                                                           

                                                                                                                                                                                                 

 If total        and/or total        is negative, DFIG is 

giving power to the power grid, else it is taking power 

from the grid. The electromagnetic torque    produced by 

the machine which can be in terms of currents and flux 

linkages is given as in equation (20):  

 

   
   

 
(             )                                                                                                                                                                                                                     

Where P is the number of the pole pairs. 

7. Control scheme of DFIG based WECS 
Control of the 1.5 MW DFIG is done by control of the 

power converter, which contains control of the RSC and 

control of the Grid Side Converter (GSC) as the following: 
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A. Design of RSC controller for proposed genetic 

MPPT 

In DFIG wind turbine system, the stator is directly 

connected to the power grid; its voltage and frequency are 

constant under the normal operating conditions. Therefore, 

Stator Voltage Oriented Control (SVOC) is used for the 

DFIG [14]. The stator voltage oriented control is done by 

aligning the d-axis of the synchronous reference frame 

with the stator voltage   . The resultant d- and q-axis 

stator voltages are:       and       . This DFIG 

control circuit is rotor side control scheme where the 

active power is controlled by the direct current axis loop 

and the stator reactive power is controlled by the 

quadrature current axis loop. In the active power control 

loop the rotor electrical angular speed is compared with 

the reference rotor electrical angular speed obtained by 

MPPT. Then, the error is fed to a conventional PI (Speed 

Regulator) controller to generate the reference direct axis 

current. Where, the proportional gain       and the integral 

gain       of the speed regulator are shown in Table 4. 

Similarly, the stator side reactive power is calculated and 

is compared with the reference stator reactive power 

(      =0). Then, the error is fed to another PI (Var 

Regulator) controller to produce the reference quadrature 

axis current. Where, the proportional gain       and the 

integral gain       of the var regulator are illustrated in 

Table 4. The method used in evaluation of these 

parameters is illustrated in details in section 10. Then, both 

of the direct    
 
and quadrature    

 
axis reference currents 

are converted from d-q axis reference frame to a-b-c 

frame. Then, the three phase reference currents are 

compared with three phase rotor actual currents. Then, the 

error is the input to hysteresis current controller. Finally, 

the output of this controller is the switch control signals to 

the firing gate of RSC. The hysteresis controller output 

provides the switching pulses for the rotor side 

bidirectional converter control as shown in Figure 7. The 

overall control scheme is implemented using MATLAB 

/Simulink as shown in Figure 8. The stator voltage vector 

angle    is measured as shown in Figure 9 and the rotor 

position angle    is determined by an encoder mounted on 

the generator shaft. The slip angle     for the reference 

frame transformation can be obtained as the following 

            as shown in Figure 9.  

 

 
Fig. 7 Hysteresis current controller. 

 
Fig. 8 Block diagram of RSC. 

 

 
Fig. 9 Block diagram of slip angle calculator. 

 

Table 4  

Parameters of the speed and var regulators  

Gains of the speed regulator Values 

            

          

               

                

      √     

 

 
 

      
 

 
    

  

            

      √           

              
  

 

Where     is a constant and its value is     
         

       
 

       Noting that the switching frequency has the same 

value in the all parts of this paper. Also, the angular 

switching frequency is assumed to be 100 times outer loop 

controller. 
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B. Design of GSC controller 

The objective of the GSC control system is to make the 

DC-link voltage constant at the required level for RSC, 

while the main input currents must be sinusoidal and in 

phase with their counterpart voltages, for which the 

control system of DFIG achieves unity power factor 

condition. The proposed control algorithm of GSC adopts 

the SVO to regulate DC-Link voltage and achieve a unity 

power factor. This strategy leads to get and control the 

following active and reactive component fed to grid. This 

DFIG control scheme allows controlling the DC-link 

voltage which is controlled by the direct current axis loop 

and the quadrature current axis which is kept at zero for 

unity power factor. The actual DC-link voltage is 

compared with the reference DC-link voltage and the error 

is fed to a conventional PI (DC Voltage Regulator) 

controller to generate the reference direct axis 

current       
 . Where, the proportional gain       and the 

integral gain       of the DC voltage regulator are 

described in Table 5. The strategy applied in estimation of 

these parameters is shown in details in section 10.  Then, 

both of the direct       
  and quadrature        

    axis 

reference currents are converted from d-q axis reference 

frame to a-b-c frame. Then, the three phase reference 

currents are compared with three phase GSC actual 

currents. Then, the error is the input to hysteresis current 

controller. Finally, the output of this controller is the 

switch control signals to the firing gate of GSC. The 

hysteresis controller output produces the switching pulses 

for the grid side bidirectional converter control as shown 

in Figure 10. 

 

Table 5  

Parameters of DC-link voltage regulator 

Gains of DC voltage regulator Values 

            

      √        

            
  

 

 
Fig. 10 Block diagram of GSC. 

 

8. Connecting DFIG wind turbine to power grid 

without incidence of grid disturbances  
The 1.5 MW DFIG-based WECS is connected to power 

grid under normal operating conditions without any grid 

disturbances. Under varying the wind speed as illustrated 

in the next sections, the rotor mechanical speed and the 

output power of DFIG wind turbine will be varied as 

depicted in Figure 11a and Figure 11b, respectively. 

Noting that the output power of DFIG with minus signal 

means that DFIG wind turbine is in generation mode.  

 

 
(a) 

 
(b) 

Fig. 11 The DFIG wind turbine 

(a) Mechanical rotor speed versus synchronous speed, (b) 

Output power. 

 

9. Occurrence of grid disturbances at the PCC 

with DFIG without connecting STATCOM and 

SAPF 

The 1.5 MW DFIG-based WECS with connecting the 

sudden load at PCC is shown in Figure 12a. The system is 

executed for two cases of the sudden load for different 

wind speed and also for another case under occurrence of 

three phase fault in transmission line as depicted in Figure 

12b. Noting that the three phase fault is through ground 

resistance    and each phase of the three phase fault has a 

resistance called phase fault breaker     as illustrated in 

Figure 12c. 
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(b) 

 

 
(c) 

Fig. 12 At PCC in the overall model 

(a) For connecting the sudden load, (b) For occurrence of 

three phase fault, (c) Three phase fault connection circuit 

 

Firstly, in the cases of connecting the sudden inductive 

load at PCC and happening of three phase fault in 

transmission line, the effect of voltage sag is appeared as 

shown in Figure 13 and Figure 14, respectively. Secondly, 

the case for connecting the sudden capacitive load, the 

effect of voltage swell is illustrated in Figure 15. In all 

cases the wind speed is varied as illustrated in Figure 16.  

 

 
Fig. 13 The PCC voltage sag during connecting sudden 

inductive load at the DFIG wind turbine without 

STATCOM and SAPF. 

 

 
Fig. 14 The PCC voltage        sag during occurrence of 

three phase fault at the DFIG wind turbine without 

STATCOM and SAPF 

 
Fig. 15 The PCC voltage swell during connecting of 

sudden capacitive load at the DFIG wind turbine without 

STATCOM and SAPF 

 

 
Fig. 16 Wind speed variation. 

10. Control design of STATCOM  
STATCOM based power electronics is three phase shunt 

connected device. It is connected near from the load at 

PCC. The main components of STATCOM with DFIG are 

connected in power distribution system as illustrated in 

Figure 17. It consists of DC-link charged capacitor, three 

phase converter IGBT switches, AC filter is a small filter 

capacitor    is also connected in parallel to the same bus 

for eliminating harmonics, coupling transformer and a 

control method [19], [20], [21]. The electronic diagram of 

STATCOM is the voltage source converter which converts 

the DC voltage into AC three phase output voltages at 

fundamental frequency. The controller of the STATCOM 

is used to operate the converter where the phase angle 

between the converter voltage and the line voltage is 

dynamically adjusted so that the STATCOM can generate 

or absorb the desired reactive power in VAR at PCC. The 

objective of STATCOM is to regulate the voltage 

magnitude at the PCC bus within a desired range by 

exchanging the reactive power with the distribution 

system. At the same time the converter in STATCOM 

must maintain the DC-link voltage constant. 

STATCOM is modeled as Pulse Width Modulation 

(PWM) converter; the dynamic equations of STATCOM 
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in d-q axis reference frame are described as in equations 

(21) and (22), respectively. 

 

{
 
 

 
                           

        
  

               

                                                      

        
          

 
                                                        

 

                                                                                            

                                                                               (21)  

{
 

                           
        

  
               

                                                        

        
          

 
                                                              

                                                                                                                                                                                                                                        

                                                                              (22)                                                                                  
 

 
Fig. 17 STATCOM with DFIG in power system. 

 

Where       and       are line resistance and inductance, 

respectively.     is the DC-link voltage. STATCOM DC 

voltage dynamics in DC-link is described as in equation 

(23) [19]. 

 

   
    

  
 

  

 
(                             )           

                                                                                                                                            

The voltage magnitude (    ) at the PCC is described as 

in equation (24). 

 

    
        

        
                                                 

                                                                                                                                                                                                     

By differentiating equation (24) with respect to time as the 

following: 

 
     

 

  
        

       

  
        

       

  
               

                                                                                                                                                   

Equation (25) describes the square of voltage magnitude 

dynamics at the PCC and this voltage magnitude will be 

     |√    
 | . For the DC voltage control, equation 

(23) can be rewritten as: 

 

 
 

 
   

    

  
 (                             )  

                          
                                                                                                                                                             

 

Where     is the DC voltage regulator given as     

(      
     

 
). Then, equation (26) will be: 
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  (      
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Then, it is required to get the transfer function for DC 

voltage regulator as described below: 

 

   

   
  

 

    
(             )

      
 

    
      

 

    
      

                                          

                                                                                                                                                                                 

The PI parameters of DC voltage controller are determined 

by comparing the coefficients in equation (29) with the 

denominator of the corresponding transfer function in 

equation (28) as described in Table 6. After comparison in 

the outer loop of STATCOM design, the PI parameters of 

DC voltage regulator will be: 

 

   √        
                                                      

                                                                                                                                 

Where   
 

  
 and    is the bandwidth frequency. 

 

Table 6  

Parameters of STATCOM for DC voltage regulator 

Gains Values 

            

      
 

 
√           

      
 

 
        

  

 

For voltage magnitude control from Figure 18, the 

dynamic voltage equations at the PCC can be written as:  

 

  
       

  
                                                                                                                                                                                                  

  
       

  
                                                                                                                                            

                                    

Substituting equations (30) and (31) into equation (25) 

gives: 
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Where      is the PI controller for voltage magnitude 

control given as      (       
      

 
). Substituting for 

     results in equation (33) and from which the transfer 

function is found as described in equation (34). 
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Fig. 18 STATCOM controller. 

 

The PI parameters of voltage magnitude controller are 

determined by comparing the coefficients in equation (29) 

with the denominator of the corresponding transfer 

function in equation (34) as illustrated in Table 7. For the 

outer loop in STATCOM design              
           after comparison the PI parameters of voltage 

magnitude regulator will be: 

 

Table 7  

Parameters of STATCOM for voltage magnitude regulator 

Gains Values 

             

       √        
  

 
 

       
  

 
      

  

Where       is the bandwidth of the voltage magnitude 

controller. Finally, the d-q axis current of STATCOM 

       
  and        

  are obtained by using equations (26) 

and (32) as illustrated in Figure 18. The currents        
  

and        
  are described below: 

 

       
  

 

       
(                  )                       
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Figure 18 shows the control circuit of STATCOM. The 

proposed control circuit of STATCOM adopts its PLL by 

using the required angle   circuit to regulate DC-link 

voltage and the terminal voltage at PCC. Where the PLL 

circuit is done by aligning the q-axis of the synchronous 

reference frame with the voltage     . The parameters of 

PI controller in PLL circuit are proportional gain             

and integral gain             that illustrated in Table 8. The 

resultant d-q axis voltages at PCC are:          and 

            as illustrated in Figure 19.  

 

Table 8  

Parameters of STATCOM for PLL regulator 

Gains Values 

          

            √        

              
     

 

 
Fig. 19 PLL circuit for STATCOM controller. 

 

This STATCOM allows controlling the DC-link voltage 

which is controlled by the direct current axis loop        
  

and the magnitude of terminal voltage at PCC which is 

controlled by the quadrature current axis loop        
 . The 

actual DC-link voltage is compared with the reference DC-

link voltage and the error is fed to a conventional PI (DC 

voltage control) controller to generate the reference direct 

axis current        
 . Similarly, The square actual voltage 

magnitude at PCC is compared with the square reference 

voltage magnitude and the error is fed to a conventional PI 

(voltage magnitude control) controller to generate the 

reference quadrature axis current        
 . Then, both of the 
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direct        
 and quadrature        

 axis reference currents 

are converted from d-q axis reference frame to a-b-c 

frame. Then, the three phase reference currents are 

compared with three phase STATCOM actual currents. 

Then, the error is the input to hysteresis current controller. 

Finally, the output of this controller is the switch control 

signals to the firing gates of STATCOM converter. 

 

11. Configuration and control design of SAPF  
The present work tries to apply SAPF for voltage terminal 

regulation of DFIG for different sudden loads such as 

inductive load (for voltage sag effect) and capacitive load 

(for voltage swell effect) for power quality improvement 

where the sudden load is connected to PCC through circuit 

breaker as shown in Figure 20. Frequency domain 

compensation based on Fourier analysis, is not common 

because it requires much real time processing power. 

There are several methods to define the harmonic currents, 

phase shift and voltage control, the most classical methods 

are instantaneous power theory p-q, d-q synchronous 

detection method and Fryze current control [22], [23], 

[24], [25], [26]. It is known that the role of SAPF with 

DFIG connected to three phase balanced power grid and 

balanced sudden load consuming or supplying reactive 

power which causes voltage sag or swell is voltage 

terminal regulation. In this work, the synchronous 

reference frame d-q axis is used as shown in Figure 21. 

Practically, the load currents of the sudden load in a-b-c 

frame (    ,     and    ) are obtained by using current 

sensors. After that, the load currents in a-b-c frame are 

transformed into d-q-0 axis reference frame (   ,     and 

   ) according to the same previous PLL circuit design as 

given in equation (37).   
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                                                                              (37)                                                                                                        
                                                                         

Where    is the phase of the positive sequence of the 

system voltage and it is provided by PLL circuit. Then, a 

High Pass Filter (HPF) is used in both d and q axis to get 

the high frequency components of the load current (   
  

and    
 ) as follows:  

 

                  
        

                           (38) 

                                                                                                                 

                  
        

                           (39) 

                                                                                                       

Then, the high frequency component will be subtracted 

from the total current in both d and q axis (    and    ). 

Noting that     and    are the DC components of the load 

current in d-q axis (small values are neglected). Finally, 

the only remain component is the reference compensation 

low frequency component of the load current in both d and 

q axis (   
  and    

 ). The compensation reference currents 

in d-q axis and will be converted into a-b-c frame as given 

in equation (40). 
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After that, the compensation reference currents will be 

compared with the compensation actual current of SAPF 

through hysteresis current controller where the output of 

this controller is the switch control signals to the inverter 

of SAPF as shown in Figure 20 and Figure 21. Noting that 

in Figure 20 a filter inductance is used at the output of the 

inverter of SAPF to eliminate the distortion produced by 

switches in the inverter circuit of SAPF. Also, a DC 

constant voltage source is used in the DC side of the 

inverter circuit of SAPF. 
 

 
Fig. 20 SAPF with DFIG in power system. 

 

   
Fig. 21 Block diagram of SAPF controller. 

                                                                       

Where          
 and          

 are the compensation reference 

currents in d and q axis, respectively. 

12. Design of PI Controller for DFIG and 

STATCOM 
The output signal of a PI controller is obtained by using 

equation (41): 
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          ∫                                                                                                                                                                                                                         
 

Where e,    and    are the error signal, the proportional 

gain and integral gain, respectively. Some methods are 

used to measure the parameters of the system that can save 

the overall system in the stable zone. Butterworth 

polynomial method is used here to optimize the closed 

loop eigenvalue locations [27]. The Butterworth method 

locates the eigenvalues uniformly in the left half s-plane 

(stable area) on a circle with radius   , with its center at 

the origin as illustrated in Figure 22.  

 

 
Fig. 22 Location of poles in left half s-plane using 

Butterworth polynomial. 

 

The Butterworth polynomial for transfer function with 

second order denominator is described as in equation (29). 

The PI parameters are measured by comparing the 

coefficients in equation (29) with the denominators of the 

corresponding transfer functions and then selecting 

appropriate   . Where    is the bandwidth of the 

controller, which depends on the design value. The 

parameters of each PI controller used in controlling of 

DFIG and STATCOM are shown in Table 9.   
 

Table 9  

Parameters of PI controllers 

Converter Regulator Symbol Value 

RSC 

 

Speed 

Regulator 

      17.7715 

      7.8957 

Var 

Regulator 

      5.7798*     

      0.0026 

 

GSC 

DC Voltage 

Regulator 

      79.9719 

      3553.1 

DC Voltage 

Regulator 

      106.6292 

      4737.4 

STATCOM 

AC Voltage 

Regulator 

       0.2444 

       10.8566 

PLL Circuit 
            1.0466 

            309.9994 

13. Digital simulation results of the overall system  
The overall model is simulated two times, the first time 

was for STATCOM and the second time was for SAPF 

under the same load and fault conditions as illustrated in 

Figure 17 and Figure 20, respectively. The main whole 

model consists of DFIG wind turbine control structure, 

transmission line and power grid under connecting the 

balanced sudden load at PCC and occurrence of three 

phase fault as a grid disturbance. Where the DFIG wind 

turbine is used to supply the sudden load with the needed 

power and the remained power is supplied to the power 

grid. The sudden inductive load and the occurrence of 

three phase fault are used as a grid disturbance to show 

and appear the effect of voltage sag. The sudden inductive 

load is three phase inductive load (             and 

          ) connected to PCC through circuit breaker. 

The three phase fault is through ground resistance 

           and each phase of the three phase fault has 

a resistance called phase fault breaker          . The 

sudden capacitive load is used as a grid disturbance to 

indicate the effect of voltage swell. The sudden capacitive 

load is a three phase capacitive load (           and 

          ) connected to PCC through circuit breaker. 

The initial status of the circuit breaker at the terminals of 

the sudden load is normally open and its transition time is 

from 10 sec to 20 sec of simulation time. The overall 

model is implemented in MATLAB /Simulink package. 

The DFIG parameters are shown in Table 10. The 

simulation for all cases is carried out for the same 

mentioned varied wind speed and the digital simulation 

results will be displayed for three cases as the following: 

1) Comparison between STATCOM and SAPF 

connected at PCC under presence of sudden inductive 

load. 

2) Comparison between STATCOM and SAPF 

connected at PCC under occurrence of three phase 

fault.  

3) Comparison between STATCOM and SAPF 

connected at PCC under existence of sudden 

capacitive load. 
 

Table 10  

DFIG parameters 

Parameter Value 

         1.5 MW 

Rated stator line voltage 690 V (rms) 

Rated stator frequency 50 Hz 

Rated rotor speed 1750 rpm 

P 2 

         8.185 kN-m 

   2.65    

   2.63    

    0.1687 mH 

    0.1337 mH 

   5.4749 mH 

J 20       

    1600 V 

  900 mF 
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Noting that, STATCOM is connected in parallel with the 

grid disturbance at PCC. The STACOM parameters are 

shown in Table 11.  

 

Table 11  

STATCOM parameters 

Parameters Value 

Capacitor voltage     1100 V 

Line inductance 1 mH 

Line resistance 0.1 Ω 

DC-link capacitance 0.9 F 

Filter capacitor 5.5 mF 

 

Under the same conditions mentioned above the SAPF is 

used instead of STATCOM. The SAPF is connected in 

parallel with the grid disturbance at PCC for the same 

wind speed of DFIG wind turbine. The SAPF parameters 

are shown in Table 12. 

 

Table 12  

SAPF parameters 

Parameters Value 

DC side voltage     1100 V 

Filter inductance 1 mH 

Filter resistance 1 mΩ 

 

A. Comparison between STATCOM and SAPF 

connected at PCC under presence of sudden 

inductive load  

Firstly, the overall model is simulated in presence of 

sudden inductive load as a grid disturbance in the period 

from 10 seconds to 20 seconds without using STATCOM 

as a result the PCC voltage is sagging which is reduction 

in voltage through specified time range as illustrated in 

Figure 13. In this work, the three phase symmetrical 

voltage is sagging for about 3% from the nominal voltage. 

Without using STATCOM, when the inductive load is 

connected at PCC suddenly, it will absorb reactive power. 

The weak power grid cannot supply the required additional 

reactive power quickly and the DFIG output power is 

regulated to its optimum value. 

 As a result, the PCC voltage drops as illustrated in 

Figure 13. With using STATCOM at the PCC in this case, 

STATCOM responds rapidly by giving additional required 

reactive power. Therefore, the PCC voltage is regulated 

closely to its nominal voltage according to the reference 

desired value in AC voltage regulator with small overshoot 

shown in Figure 23. Also, the STATCOM has the ability 

to achieve DC voltage regulation of the DC-link as shown 

in Figure 24. Noting that the transmission line impedances 

at the side of DFIG and PCC are (            and 

            ) and (                and       
     ), respectively. The power grid impedance is 

(              and        ). 

 

 
Fig. 23 The PCC voltage sag compensation at the DFIG 

wind turbine with STATCOM 

 

 

 
Fig. 24 The DC-link voltage of STATCOM during voltage 

sag compensation. 

 

Secondly, the whole model is simulated under the same 

conditions mentioned above but in this case SAPF is used 

instead of STATCOM. As mentioned before the sudden 

inductive load is taken as a grid disturbance in the period 

from 10 seconds to 20 seconds during the same wind 

variation mentioned before. Before using SAPF, the PCC 

voltage is sagging for about 3% from the nominal voltage. 

With using SAPF at the PCC and the same effect of 

voltage sagging is created; in that case, SAPF will work 

with this disturbance based on load calculations using d-q 

axis reference frame as mentioned before. SAPF is 

controlled by hysteresis current controller to get switch 

control signals to inverter circuit. At the DC side of the 

inverter, the DC voltage is considered as a constant 

voltage (1100 V) and represented in MATLAB/Simulink 

by constant DC voltage source. SAPF will inject into PCC 

the required reactive power (supplying) based on inductive 

sudden load currents by SAPF actual currents.  

As a result, the PCC voltage is regulated to be near 

from its nominal voltage in the period from 15 second to 

20 second but in the period between 10 second to 15 

second the voltage is raised up compared to the voltage in 

Figure 13 in the same period and not at its nominal voltage 

level because a small difference occurred when the wind 

speed is changed to 11 m/s. Figure 25a illustrates the PCC 

voltage before and after using SAPF. Figure 25b shows the 

PCC voltage for both SAPF and STATCOM after 

connection. It is absolutely clear that the STATCOM is 
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achieved better results than SAPF due to its AC voltage 

magnitude regulator. But SAPF depends on load 

calculations, the overall system of SAPF is affected by any 

change of the wind speed and it works according to this 

change of the wind speed according to its load calculations 

and hasn't the ability to restore the nominal voltage. 

 

 
(a) 

 
(b) 

Fig. 25 The PCC voltage response 

(a) Before and after SAPF connection, (b) After 

connection for both SAPF and STATCOM. 

 

B. Comparison between STATCOM and SAPF 

connected at PCC under occurrence of three phase 

fault  

The overall model is simulated in presence of three phase 

fault as a grid disturbance in the period from 10 seconds to 

20 seconds during the same variation in wind speed 

mentioned before as shown in Figure 12a. The three phase 

fault block represents a three phase circuit breaker where 

the opening and closing times can be controlled from the 

simulation program. As a result of this the PCC voltage is 

sagging which is momentary decreasing in voltage over 

the time range without using STATCOM as illustrated in 

Figure 14. 

The STATCOM is connected in shunt at PCC where 

the three phase fault occurred for variation in wind speed 

of DFIG. The overall model is simulated in presence of 

three phase fault as a grid disturbance in the period from 

10 seconds to 20 seconds without using STATCOM as a 

result of this, the PCC voltage is sagging as illustrated in 

Figure 14. In this work, the three phase symmetrical 

voltage is sagging for about 4% from the nominal voltage. 

Where the weak power grid cannot supply required 

additional reactive power with quickly response and the 

DFIG output power is regulated to its optimum value. 

When the STATCOM with its capacitor (         ) is 

connected at the PCC in this case, STATCOM responds 

rapidly by supplying additional reactive power. As a 

result, the PCC voltage is regulated closely to its nominal 

voltage according to the reference desired value in AC 

voltage magnitude regulator with small overshoot shown 

in Figure 26. 

 

 
Fig. 26 The PCC voltage        sag compensation at the 

DFIG wind turbine with STATCOM. 

 

Also, the STATCOM has the ability to achieve DC voltage 

regulation of the DC-link as illustrated in Figure 27. 

Noting that, the transmission line impedances at the side of 

DFIG and PCC and power grid impedance are the same as 

case 1.  
 

 
Fig. 27 The DC-link voltage of STATCOM during voltage 

sag compensation. 

 

The same SAPF in previous case is used instead of 

STATCOM to inject into PCC the required reactive power 

(supplying) based on three phase fault currents by SAPF 

actual currents for the same conditions.  

As a result, the PCC voltage is regulated to be closely 

to its nominal voltage in the period from 15 second to 20 

second but in the period between 10 second to 15 second 

the voltage is raised up compared to the voltage in Figure 

14 in the same period and not at its nominal voltage level 

because a small difference occurred when the wind speed 

is changed to 11 m/s. Figure 28a illustrates the PCC 

voltage before and after using SAPF. Figure 28b shows the 

PCC voltage for both SAPF and STATCOM after 
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connection. It is obviously clear that the STATCOM is 

achieved better results than SAPF due to its AC voltage 

magnitude regulator. But SAPF depends on fault current 

calculations, the overall system of SAPF is affected by any 

change of the wind speed and it works according to this 

change of the wind speed according to its fault current 

calculations and hasn't the ability to restore the nominal 

voltage. 

 

 
(a) 

 
(b) 

Fig. 28 The PCC voltage response 

(a) Before and after SAPF connection, (b) After 

connection for both SAPF and STATCOM. 

 

C. Comparison between STATCOM and SAPF 

connected at PCC under existence of sudden 

capacitive load  

The overall model is simulated in presence of sudden 

capacitive load as a grid disturbance in the period from 10 

seconds to 20 seconds without STATCOM. As a result of 

this the PCC voltage is swelling which is momentary 

increasing in voltage over the time range as shown in 

Figure 15. In this work, the three phase symmetrical 

voltage is swelling for about 2% from the nominal voltage. 

Before using the STATCOM, when the sudden capacitive 

load connected to PCC, it will supply reactive power into 

it. The weak power grid cannot absorb the required 

additional reactive power with rapidly response and the 

DFIG output power is regulated to its optimum value. 

 As a result, the PCC voltage increases as shown in 

Figure 15. When the STATCOM is connected at the PCC 

in this case, STATCOM responds rapidly by absorbing the 

additional reactive power. As a result, the PCC voltage is 

regulated nearly to its nominal voltage according to the 

reference desired value in AC voltage regulator with small 

overshoot shown in Figure 29. Also, the STATCOM has 

the ability to achieve DC voltage regulation of the DC-link 

as shown in Figure 30. Noting that the transmission line 

impedances at the side of DFIG and PCC are (      
     and             ) and (               and 

           ), respectively. The power grid impedance is 

(              and        ).  

 

 
Fig. 29 The PCC voltage swell compensation at the DFIG 

wind turbine with STATCOM. 

 

 
Fig. 30 The DC-link voltage of STATCOM during voltage 

swell compensation. 

 

The same SAPF in case 1 is used instead of STATCOM in 

order to inject into PCC the required reactive power 

(absorbing) based on three phase sudden capacitive load 

currents by SAPF actual currents for the same conditions.  

As a result, the PCC voltage is regulated to be near 

from its nominal voltage in the period from 15 second to 

20 second but in the period between 10 second to 15 

second the voltage is decreased compared to the voltage in 

Figure 15 in the same period and not at its nominal voltage 

level because a small difference happened when the wind 

speed is varied to 11 m/s.  

Figure 31a illustrates the PCC voltage before and after 

using SAPF. Figure 31b shows the PCC voltage for both 

SAPF and STATCOM after connection. It is clearly that 

the STATCOM is achieved better results than SAPF due 

to its AC voltage magnitude regulator. But SAPF depends 

on sudden capacitive load calculations, the overall system 

of SAPF is affected by any change of the wind speed and 

it works according to this change of the wind speed 
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according to its load calculations and hasn't the ability to 

restore the nominal voltage. 

 

 
(a) 

 
(b) 

Fig. 31 The PCC voltage response 

(a) Before and after SAPF connection, (b) After 

connection for both SAPF and STATCOM. 

14. Conclusion 
This work addressed a comparative analysis of two 

different control schemes for shunt devices installed in 

three phase distribution systems has been demonstrated. 

The performance of these control techniques has been 

analyzed for voltage swell and sag mitigations using time 

domain MATLAB/Simulink software. Under grid 

disturbances, the DFIG accomplished MPPT control 

technique. The proposed design of STATCOM under 

variation of wind speed in all cases achieved voltage 

regulation of DFIG wind turbine. In contrast, the 

suggested design of SAPF based on reactive power 

calculations of the load accomplished the voltage 

regulation of DFIG wind turbine around the nominal 

voltage. The simulation outcomes show that the proposed 

controller of STATCOM has the ability to regulate and 

enhance the PCC voltage response at DFIG wind turbine 

at its nominal voltage compared to SAPF based on its load 

calculations. STATCOM achieved better results than 

SAPF in regulation of the PCC voltage response at DFIG 

wind turbine due to its controller. Also, the results of both 

shunt devices give good performance and improve the 

system stability. 
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Abstract: A modified nanogrid (MnG) is a very small 

scalable grid with a low power single-input multi-output 

(SIMO) inverter. This inverter simultaneously produces 

both AC and DC currents, such as the switched boost 

inverter (SBI) and the z-source inverter. These inverters are 

suitable for low-power loads such as home appliances that 

use fractional horse-power motors as single-phase 

asynchronous drives. Thus, this article proposes a single-

phase induction motor powered from a modified nanogrid 

that involves multiple types of inverters such as a SBI and a 

ZS inverter. The modified nanogrid is mainly dependent on 

photovoltaic (PV) as a renewable resource. Thus, this 

manuscript involves a full design for this proposed grid with 

its maximum power point tracking (MPPT) and the 

mathematical models for motor drive with both a SBI and a 

ZSI. Time-varying speed trajectories are proposed to test 

the robustness of the proposed drives relative to the 

fluctuation of PV-parameters like its irradiance. Test 

results are obtained using the Matlab/ Simulink software 

package and a comparison with the traditional sinusoidal 

pulse width modulation (SPWM) inverter as a single-input 

single-output inverter (SISOI). The results indicate that the 

proposed single-input multi-output inverters are suitable 

for driving these motors through start-up and operation, 

although the DC-link voltage is minimized. Furthermore, 

the proposed system is experimentally implemented with 

OPAL RT-4510v real-time hardware in the loop (HIL), 

rapid control prototyping, OP-8660 HIL controller and 

data acquisition platform. 

Key words: DC-modified nanogrids (DC-MnG), Open 

Energy Source (OES), Real-time simulator (RTS), Single-

phase asynchronous motor (SPAM), Switched Boost 

Inverter (SBI), Z-Source Inverter (ZSI),  

1. Introduction

Induction motors are still widely used in most

industrial, commercial and electrical household 

applications. They are robust, cost-effective, 

maintenance-free, and have a high power-to-weight 

ratio [1]-[3]. In contrast, single-phase fractional 

horsepower induction motors are widely used in a 

variety of household appliances such as refrigerators, 

washing machines, and water pumping [4]-[7].  

There are several types of these motors are classified 

according to their starting such as: capacitor starting, 

capacitor-starting capacitor running, split-phase and 

shaded pole induction motors [8].  

In the past and to date, many efforts have been made 

to improve and enhance the performance of these 

motors as variable speed drives. These proposed 

techniques use a field-oriented vector control for 

speed tracking such as in [9]-[13].  

However, these motors can be powered from 

the main grid or from an open energy source (OES). 

The open energy source is a combination of a huge 

number of DC-nano-grids (DCnGs) that have 

connected to one another via a DC-link. They contain 

renewable resources – such as PV, wind, fuel cells, 

batteries – which are used to power both the DC and 

AC loads through converters. The traditional nano-

grid involves a two-stage converter. It is known as a 

single-input single output (SIMO) converter. This 

type uses many components and requires many 

circuitry to protect [14]-[15]. On the other hand, the 

DCMnGs involve single-input multi-output 

converters that simultaneously produce both the DC 

and AC currents [16],[17]. However, the DC input 

voltage to the inverter plays a significant rule on its 

AC output voltage. If the DC-nanogrid is a standalone/ 

off-grid connection, its AC-output voltage must be 

well controlled to ensure the sufficient voltage value 

needed to control the speed and torque of these 

motors. Most renewable energy sources such as PVs 

produce a variable DC-voltage based on their 

irradiation. This DC-voltage is directly proportional to 

the input radiation. Therefore, if it is cloudy or dark, 

the AC output voltage will be reduced. Depending, the 

performance of the asynchronous motor will be 

Journal of Electrical Engineering ISSN 1582-4594 - Vol 22 No 1 (2022)

94

mailto:essamudin@eri.sci.eg
mailto:emadsweelem@eri.sci.eg


affected during starting and running. Thus, it should 

increase the AC-input voltage to maintain the torque 

and speed with proper values keeping the motor 

running safe with the load. The SBI and ZSI can do 

that [18]-[23]. Thus, this article introduces a single-

phase induction motor (SPIM) with starting capacitor 

- powered from an open energy source through a 

single input multi-output inverter (SIMOI). The 

voltage/ frequency control technique is offered to 

maintain the internal torque constant through speed 

change. A robust DC-link voltage controller is 

provided to maintain the DC-link voltage of the SBI 

constant. In addition, z-source inverter will be 

compared with the SBI and the conventional (SPWM) 

as a single-input single-output (SISO) inverter. The 

best will be implemented in real-time with the help of 

OPAL RT-hardware in the loop (HIL) with rapid 

control prototyping platform. This real-time emulator 

will be connected through OPAL OP8660 HIL 

controller and data acquisition module. The real time 

results are also obtained with the help of the Matlab/ 

Simulink program for a gradual speed trajectory with 

different PV-supplies dependent on their insolation. 

This manuscript is organized a long the following 

lines: section 1 is introduction. The proposed system 

with SIMO inverters and the mathematical model of 

the motor are elaborated in sec. 2. Section 3, provides 

an explanation for both SBI and z-source inverter. The 

proposed master and slave controllers for both speed 

and maximum power point tracking (MPPT) are 

detailed in sections 4 and 5 respectively. A 

comparison with the simulation results for the 

proposed inverter and other systems is conducted in 

section 6. Real-time emulation of the developed and 

selected system is implemented using OPAL- RT in 

section 7. Finally, Section 8 summarizes the research 

and its conclusion.  

 

2. The proposed SPAM-drive control system 
The proposed system comprises SPAM with its 

two windings, the open energy system (OES), and the 

controller (as shown in Figure 1). In the following 

sections, each subsystem will be explained in some 

detail.  
 

2.1. Single phase asynchronous motor model 

 This machine is equipped with two windings: 

main and auxiliary. There are four modes of operation 

as: split-phase, capacitor starting, capacitor-starting 

capacitor-running, and main and auxiliary winding 

mode. In this study, a capacitor-starting single-phase 

induction motor (SPIM) is used.  

  
Fig. 1 the proposed SPAM- drive fed from an OES 

 

2.1.1. The mathematical model of SPIM 

The dq-reference frame equations for the electrical 

model for both stator and rotor of SPIM are [24]: 

𝑉𝑠𝑑 = (𝑅𝑠𝑑 + 𝑝𝐿𝑠𝑑). 𝑖𝑠𝑑 + 𝑝𝐿𝑚𝑑 . 𝑖𝑟𝑑
′   (1) 

𝑉𝑠𝑞 = (𝑅𝑠𝑞 + 𝑝𝐿𝑠𝑞). 𝑖𝑠𝑞 + 𝑝𝐿𝑚𝑞 . 𝑖𝑟𝑞
′   (2) 

0 = (𝑝. 𝐿𝑚𝑑). 𝑖𝑠𝑑 − ( 
𝑁𝑑

𝑁𝑞
. 𝜔𝑟. 𝐿𝑚𝑞).𝑖𝑠𝑞 + (𝑅𝑟𝑑

′ +

𝑝𝐿𝑟𝑑
′ ). 𝑖𝑟𝑑

′  −( 
𝑁𝑑

𝑁𝑞
. 𝜔𝑟. 𝐿𝑟𝑞

′ ).𝑖𝑟𝑞
′    (3) 

0 = (𝑝. 𝐿𝑚𝑞). 𝑖𝑠𝑞 − ( 
𝑁𝑞

𝑁𝑑
. 𝜔𝑟. 𝐿𝑚𝑑).𝑖𝑠𝑑 + (𝑅𝑟𝑞

′ +

𝑝𝐿𝑟𝑞
′ ). 𝑖𝑟𝑞

′  −( 
𝑁𝑞

𝑁𝑑
. 𝜔𝑟. 𝐿𝑟𝑑

′ ).𝑖𝑟𝑑
′    (4) 

Where, 𝐿𝑠𝑑 = 𝐿𝑙𝑠𝑑 + 𝐿𝑚𝑑     (5) 

               𝐿𝑠𝑞 = 𝐿𝑙𝑠𝑞 + 𝐿𝑚𝑞                       (6) 

 𝐿𝑟𝑑
′ = 𝐿𝑙𝑟𝑑

′ + 𝐿𝑚𝑑
′                               (7) 

 𝐿𝑟𝑞
′ = 𝐿𝑙𝑟𝑞

′ + 𝐿𝑚𝑞
′       (8) 

The instantaneous electro-magnetic internal torque of 

the motor can be computed as: 

𝑇𝑒 =
𝑃

2
.
𝑁𝑑

𝑁𝑞
. 𝐿𝑚𝑞 . (𝑖𝑠𝑞 . 𝑖𝑟𝑑

′ − 𝑖𝑠𝑑 . 𝑖𝑟𝑞
′ )    (9) 

The dynamic equation is: 

𝑝.𝜔𝑟 = 
1

𝐽𝑚
. (𝑇𝑒 − 𝑇𝑙)    (10) 

Where, 𝑉𝑠𝑑 , 𝑉𝑠𝑞 are the stator voltage in dq-axis frame, 

𝑅𝑠𝑑 , 𝑅𝑠𝑞 are the stator resistance in dq-axis frame.  

𝐿𝑠𝑑 , 𝐿𝑠𝑞are the stator inductance in dq-reference 

frame, p is the differential operator (d/dt), 𝑖𝑑𝑠, 𝑖𝑞𝑠 are 

the stator currents in dq-frame, 𝐿𝑚𝑑, 𝐿𝑚𝑞 are the 

mutual inductances in dq-frame, 𝑁𝑑 , 𝑁𝑞 are the 

effective turns in dq-frame, 𝑅𝑟𝑑
′ , 𝑅𝑟𝑞

′  are the rotor 

resistance referred to stator in dq-frame, 𝑖𝑟𝑑
′ , 𝑖𝑟𝑞

′  are 

the rotor current referred to stator in dq-frame, 

𝐿𝑟𝑑
′ , 𝐿𝑟𝑞

′ are the rotor inductance referred to stator in 

dq-frame, 𝜔𝑟 is the rotor angular speed, 𝐿𝑙𝑟𝑑
′ , 𝐿𝑙𝑟𝑞

′  are 

the leakage inductance of rotor in dq-frame, 𝐿𝑙𝑠𝑑 , 𝐿𝑙𝑠𝑞 

are the leakage inductance of stator in dq-frame, 𝑇𝑒 is 

the motor electrical internal torque, P is the number of 

pair pole of the motor, and 𝐽𝑚 is the motor inertia.  

Pulses

Open Energy Source

 (OES)

SPAM

The proposed Controller

Vg Ig

wr

wr*
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In the above equations, the auxiliary winding 

represents d-axis components and the main winding 

represents the q-axis components. So, the supply 

voltage 𝑉𝑠𝑢𝑝𝑝𝑙𝑦 equal to 𝑉𝑠𝑞 as:

𝑉𝑠𝑢𝑝𝑝𝑙𝑦 = 𝑉𝑠𝑞     (11)

𝑉𝑠𝑑 = 𝑉𝑠𝑢𝑝𝑝𝑙𝑦 −
1

𝐶
∫ 𝑖𝑠𝑑𝑑𝑡   (12)

Where, C is the capacitor connected for starting. 

2.2. An Open Energy Source (OES) 

OES consists of several huge nanogrids that 

are connected to each other through a DC-link. These 

interconnected nanogrids are controlled with a smart 

system to manage the flow of power to each other. 

Each nanogrid has a power converter to produce both 

DC and AC supplies. The classical nanogrid uses a 

two-stage converter-inverter set. But, the modified 

nano-grid contains a SIMO-inverter. There are two 

types of SIMO-inverters: switched boost inverter 

(SBI) and z-source inverter (ZSI). For this study, the 

PV is selected as a renewable source used to power all 

grids. An array of PV is arranged as number of series 

𝑁𝑠 and parallel  𝑁𝑝 modules are connected with each

other to provide the required power with the 

appropriate terminal voltage. In this case, the 

SunPower SPR 305WHT (appendix A) module is 

used. Also, we selected 2 in series and 10 in parallel 

to supply about 6 KW. 

3. Single input multi-output inverter (SIMOI)
Through the following lines, both the SBI and ZSI

with some detail will be explained. Furthermore, a 

comparison between SIMOI and SISOI (such as the 

sinusoidal PWM inverter) will performed. Thus, 

SISOI will also be brief explained. 

3.1. Switched boost inverter (SBI) 

As shown in Figure 2, SBI consists of five 

IGBTs, 2-diodes, one coil, and one capacitor to 

transmit the power from the PV-source to the motor. 

It depends on two modes of operation: the shoot-

through and non-shoot through techniques to turn-on 

and off switches. This technique protects all switches 

from short-circuit current and there is no need to dead-

time delay circuit to avoid overlapping between two 

IGBTs on the same inverter leg. Its output can be 

controlled directly to upward or downward the DC and 

/or AC voltage values. Thus, when it is supplied from 

the PV-intermittent source, it increases its AC-output 

voltage to sufficient value that produces the torque 

required to start-up the motor with a pre-scribed 

speed.  

In the non-shoot through state, toff = (1-D)×Ts, the 

switch S is turned off and the inverter bridge is 

represented by a current source. Where, toff is the turn 

off time for the switch S, D is the duty ratio, and Ts is 

the periodic time for switch S equal (toff + ton) and ton 

is the turn-on time. Now, the voltage of the renewable 

source (i.e., PV)(𝑉𝑔), and the energy stored in the

inductor L together will supply the inverter and the 

capacitor through diodes Da and Db. 

The inductor current in this interval equals the 

capacitor charging current added to the inverter input 

current. Note that the inductor current is assumed to 

be sufficiently high for the continuous conduction of 

diodes Da and Db for the entire interval. The inductor 

current (𝐼𝐿) will exceed linearly to a value equal to that

of the capacitor charging current added to the DC load 

current and the inverter input current (assuming 

continuous conduction mode) for the interval ((1-

D)×𝑇𝑠). The SBI utilizes the shoot-through interval of

the H-bridge to appeal to the boost operation. So, the

traditional PWM control technique of the traditional

voltage source inverter (VSI) should be modified to

incorporate the shoot-through state to be suitable for

the SBI [25].

The PWM scheme for SBI is developed based on 

the traditional sine-triangle PWM with voltage 

switching level. This technique has been illustrated 

during positive and negative half cycles of the 

sinusoidal modulation signal 𝑣𝑚(t) and is given in

details in [26]-[28]. However, the DC-output voltage 

of SBI can be computed as: 
𝑉𝐷𝐶

𝑉𝑔
=

1−𝐷

1−2𝐷
(12) 

Where, 𝑉𝐷𝐶 is the DC-link voltage of the inverter.

It should be noted that the shoot-through state of the 

inverter bridge will not affect the harmonic spectrum 

of the inverter’s output voltage if the sum of shoot-

through duty ratio (D) and the modulation index (M) 

is less than or equal to unity. 

𝑀 +𝐷 ≤ 1                                                            (13) 

Hence, the values of M and D are chosen according 

to the peak value of the AC output voltage ṼAC that is 

given by: 

Ṽ𝐴𝐶 = M.VDC = M.
1−𝐷

1−2𝐷
.𝑉𝑔      (14) 

3.2. Z-Source inverter 

As shown in Figure 3, it contains more 

passive elements than SBI. It implies two identical 

coils and capacitors – for symmetrical one – to prevent 

short-circuit current when the switches are conducting 

and 4- IGBTs as a classical inverter and one diode to 

block reverse current. There are three modes of 
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Fig. 2 SPAM fed from PV-array via a SBI 
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Fig. 3 SPAM fed from PV-array via a ZSI 
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Fig. 4 SPAM fed from PV-array via a SISO inverter 

 

Table 1. Switching modes of z-source inverter operation 

Switching States (Modes) 𝑆1 𝑆4 𝑆3 𝑆2 Output voltage 

Active state 1 0 0 1 Finite Voltage 

0 1 1 0 

Zero state 1 0 1 0 Zero 

0 1 0 1 

Shoot-through state 1 1 𝑆3 𝑆2 Zero 

𝑆1 𝑆4 1 1 

1 1 1 1 
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operation for z-source inverter: the active state, zero 

state, shoot-through zero state. Table 1 describes these 

operating states.  

The voltage across each capacitor is equal and the 

current through each coil is also equal. So, in shoot-

through state, 𝑉𝑍 = 0, if the duty ratio 𝐷𝑍 is equal to

(
𝑇𝑆
𝑇⁄ ), where 𝑇𝑠 is the total shoot-through time

through one cycle and T is the periodic time, then, 

applying Kirchhoff’s Lows:  

{

𝑣𝐿1 = 𝑣𝐶1 = 𝑣𝐿2 = 𝑣𝐶2
𝑖𝐶1 + 𝑖𝐿1 = 𝑖𝐶2 + 𝑖𝐿2 = 0
𝑖𝑍 = 𝑖𝐿1 − 𝑖𝐶2 = 𝑖𝐿2 − 𝑖𝐶1

(15) 

{

𝑣𝐿1 = 𝑣𝐿2 = 𝑉𝑔 − 𝑣𝐶1 = 𝑉𝑔 − 𝑣𝐶2
𝑉𝑑𝑐 = 2. 𝑣𝐶1 − 𝑉𝑔
𝑖𝐿1 = 𝑖𝐶2 + 𝑖𝑍
𝑖𝐿2 = 𝑖𝐶1 + 𝑖𝑍

(16) 

𝑑

𝑑𝑡
[

𝑖𝐿1(𝑡)
𝑖𝐿2(𝑡)
𝑣𝐶1(𝑡)
𝑣𝐶2(𝑡)

] =

[

0 0
(2.𝐷𝑍−1)

𝐿𝑍
0

0 0 0
(2.𝐷𝑍−1)

𝐿𝑍
−𝐷𝑍

𝐶𝑍

1−𝐷𝑍

𝐶𝑍
0 0

1−𝐷𝑍

𝐶𝑍

−𝐷𝑍

𝐶𝑍
0 0 ]

. [

𝑖𝐿1(𝑡)
𝑖𝐿2(𝑡)
𝑉𝐶1(𝑡)
𝑉𝐶2(𝑡)

] +

[

1−𝐷𝑍

𝐿𝑍
1−𝐷𝑍

𝐿𝑍

0
0 ]

. 𝑉𝑔 +

[
 

0
0

𝐷𝑍−1

𝐶𝑍
𝐷𝑍−1

𝐶𝑍 ]
 

. 𝑖𝑍 (17) 

The steady state parameters can be obtained by setting 

equation (17) to zero: 

The state-space equation for the Z-inverter can be 

written as follows: 

{

𝑣𝐶1 = 𝑣𝐶2 =
1−𝐷𝑍

1−2.𝐷𝑍
. 𝑉𝑔 = 𝑉𝑑𝑐

𝑉𝑑𝑐𝑝 =
1

1−2.𝐷𝑍
 . 𝑉𝑔

𝑖𝐿1 = 𝑖𝐿2 =
1−𝐷𝑍

1−2.𝐷𝑍
. 𝑖𝑍

(18) 

According to the equation (18), the AC- peak output 

voltage of the inverter can be determined as: 

�̂�𝐴𝐶 =
�̂�𝑚

�̂�𝐶𝑎𝑟
.�̅�𝑑𝑐 = 𝑚𝑎 . (

𝐷𝑍−1

2.𝐷𝑍−1
) . �̅�𝑑𝑐 (19) 

Where, �̂�𝑚 is the peak value of the modulation wave 

(i.e., sine wave), �̂�𝐶𝑎𝑟 is the peak value of the carrier 

wave (i.e., triangular wave), 𝑚𝑎 is the modulation

index of the inverter, �̅�𝑑𝑐 is the dc-link voltage of the 

inverter. For more details about two-level z-source 

inverter, it can be referred to [29]-[32]. 

3.3. THE SINUSOIDAL PWM-SISOI 

    The sinusoidal-PWM inverter is considered as a 

single-input single-output inverter which has only one 

DC-input voltage and only one AC-output voltage. It 

can be supplied directly from the DC-source such as 

PV or battery bank as shown in Figure 4. 

4. THE MASTER SPEED CONTROL AND

MPPT ALGORITHM

The block diagram for the master speed controller is

shown in figure 5. The controller strategy depends on

the variation of both voltage and frequency with the

same rate – as a scalar value – to keep the motor

internal torque constant. The reference frequency and

voltage can be computed according to the following

equations:

𝑓𝑟 =
𝑃𝑁𝑟

60
(20) 

𝑒(𝑡) = (𝑓𝑟
∗ − 𝑓𝑟)    (21)

Where P is the number of pair-poles, 𝑓𝑟
∗, 𝑓𝑟 is the rotor

reference and actual frequency and e is the error 

signal. The output of the PI-controller is the slip-

frequency 𝑓𝑠𝑙𝑖𝑝:

𝑓𝑠𝑙𝑖𝑝 = 𝐾𝑝. 𝑒(𝑡) + 𝐾𝑖 ∫ 𝑒(𝑡)𝑑𝑡   = 𝐾𝑝. (𝑓𝑟
∗ − 𝑓𝑟) +

𝐾𝑖 ∫(𝑓𝑟
∗ − 𝑓𝑟)𝑑𝑡     (22)

Then, the reference synchronous frequency 𝑓𝑠
∗ of the

motor can be computed as: 

𝑓𝑠
∗ = 𝑓𝑟 + 𝑓𝑠𝑙𝑖𝑝     (23)

The reference voltage peak- value 𝑉𝑚
∗   : 

𝑉𝑚
∗ = 𝐾𝑣𝑓 . 𝑓𝑠

∗     (24)

Where, 𝐾𝑣𝑓 is a constant depends on flux and selected

according to the rated frequency and voltage of the 

machine. For this work, this value is equal 2.4 for the 

test machine. 

The main purpose of this control is to generate the 

modulation signal required to produce IGBTs gating 

signals for all inverters. So, the sinusoidal signal can 

be computed – according to the block diagram of Fig. 

6-a as: 

𝑣𝑚(𝑡) = 𝑉𝑚
∗ . 𝑆𝑖𝑛 𝜃𝑟

∗    (25)

Where, 𝜃𝑟
∗ is the reference position angle and can be

computed from the reference frequency as: 

𝜃𝑟
∗ = ∫𝜔𝑟

∗ . 𝑑𝑡 = ∫2. 𝜋. 𝑓𝑟
∗ . 𝑑𝑡   (26)

This modulated signal is compared with the triangle 

signal according the modulation index M as: 

𝑀 =
𝑉𝑚
∗

𝑉𝑃
∗  (27)
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Fig. 7 SBI-Voltage control (a) DC-link voltage control (b) starting algorithm (c) logic gating signals 

Table 2 the main parameters for both Z-source and SBI inverters 
SBI parameters [16] ZSI-parameters [33] 

parameter value unit parameter value unit 

Inductance of main inductor (L) 5 mH Inductance of main coils (𝐿1 = 𝐿2) 1 mH 

Capacitance of main capacitor (C) 1500 μF Capacitance of main capacitors (𝐶1 = 𝐶2) 1300 μF 

Inductance of filter inductor (𝐿𝑓) 1 mH Inductance of filter inductor (𝐿𝑓) 1 mH 

Capacitance of filter capacitor (𝐶𝑓) 150 uF Capacitance of filter capacitor (𝐶𝑓) 150 uF 
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Where, 𝑉𝑃
∗ is the peak value of the carrier-triangular 

wave – as shown in Fig. 6-b.This technique is used for 

speed control for all compared inverters. But, for 

SIMOIs, another parameter is used with the 

combination of M to control the voltage of DC-link 

and this will directly affect the motor speed and 

torque. This parameter is the duty ratio D, this can be 

controlled according to the maximum power point 

tracking (MPPT) for the PV-array. In this research, the 

hill-climbing algorithm is used as a MPPT. The flow 

chart for this algorithm is shown in fig. 6-c. The same 

MPPT algorithm is used for both z-source and SBI 

inverters. In z-source inverter the duty ration 𝐷𝑧 is 

used in shoot-through period to control the DC-link 

voltage as shown in Fig. 6-b. But, in the SBI, a 

proposed DC-link voltage controller is used.  
 

5. DC-LINK VOLTAGE CONTROLLER OF SBI 

 The block diagram of the DC-link voltage of SBI 

is depicted in fig. 7-a. This block produces the voltage 

level control signal (𝑉𝑆𝑇) that is needed for shot-

through signals controlling the switch (S).The control 

algorithm depends on introducing a mathematical 

model for the actual value of 𝑉𝑆𝑇 that can be computed 

as follows [16]: 

From the strategy and analysis of the SBI, +𝑉𝑆𝑇 = 

𝑉𝑝 (1 − 𝐷) , −𝑉𝑆𝑇 = − 𝑉𝑝 (1 − 𝐷) , so: 

𝐷 = 1 − 
𝑉𝑆𝑇

𝑉𝑃
                (28)  

If 𝑉𝑃 = 2, by substituting in eqn. 28,   

𝐷 = 1 − 
𝑉𝑆𝑇

2
                (29) 

By substituting in eqn. 12 from 29,  

𝑉𝑆𝑇 = 
2∗𝑉𝑑𝑐

2∗𝑉𝑑𝑐−𝑉𝑔
              (30) 

The block diagram for this model is drawn as a 

reference according to Eqn. 30. Also, its output is 

added to the output of the PI-controllers used for 

voltage control loop with compensation - as shown in 

Figure 7-a. Two operating modes are offered. The first 

one is proposed through starting to keep the voltage of 

DC-link constant. This increases the voltage to its 

maximum value and the second algorithm achieves 

MPPT as shown in Fig. 6-c. The output control signal 

of the voltage control is denoted by 𝑉𝑠𝑡𝑣. On the other 

hand, the control signal in case of MPPT is denoted by 

𝑉𝑠𝑡𝑚𝑎𝑥.The flow chart of this algorithm is shown in 

Fig. 7-b. This algorithm depends mainly on the 

starting time 𝑡𝑠. If the time is less than or equal to the 

motor start-up time, the controller maintains the motor 

voltage constant through start-up. After this, the 

operation time increases to more than start-up time, 

thus activating the MPPT algorithm. The digital logic 

gates required to generate the 5-control gating signals 

for the IGBTs of the SBI is shown in Fig. 7-c. For 

more details referred to [15],[16]. 

 

6. Simulation results and discussion 
To test the robustness of the proposed system, 

a comparison between the SIMO and SISO inverters 

is performed. Two SIMO inverters are tested (i.e., z-

source and SBI). The SISO inverter is the sinusoidal 

PWM which is compared to the other two types. The 

same motor-speed controller – proposed in Section 4 

is used for all types with the same parameters. The 

gain parameters for PI-speed controller are: 𝐾𝑝 =

3, and 𝐾𝑖 = 10. The name plate date of the fractional-

horse power test single-phase induction motor and its 

main parameters are included in appendix B [8]. The 

PV-array consists of two modules in series and ten in 

parallel with irradiance varies from 200 to 1000 w/m² 
at 25° C. The parameters of PI-controller for DC-link 

voltage control of SBI is: 𝐾𝑝 =0.00001 and 𝐾𝑖 =

0.00005 with limiting block values ∓2. All 

parameters are selected according to Ziegler-Nichols 

Formula. The main parameters for both z-source and 

SBI inverters are presented in Table 2. The switching 

frequency for all inverters equal 10 KHz. All systems 

are implemented using the Matlab/Simulink software 

package (ver. R2018a) [33]. To test the robustness of 

the proposed system against the DC-link input 

variation for all inverters, several cases are 

investigated. The first case is designed using a 

constant battery input voltage with a value of 126 V. 

The second case, when all inverters are supplied from 

a PV-array with a constant irradiance (1000 w/m²) 

with a 126V output. The third case, is the study of the 

effect of irradiation on the motor performance when 

its value is reduced from 1000 to 200 w/m² by starting 

the motor. Furthermore, the robustness of the 

controller is also tested by starting, accelerating, and 

decelerating of the motor. The speed trajectory is 

considered initially as a ramp with acceleration to 

increase the motor speed linearly to 1500 rpm across 

1 second of start time. Then, the motor reaches to 

steady state with a constant speed for another second 

and after that the motor decelerates to 750 rpm over 

the period (2 to 2.5 seconds). Finally, the motor 

reaches a speed of 750 rpm and continues to operate 

at this speed as a steady-state value. The test machine 

is a single-phase staring-capacitor induction motor. 

The starting capacitor is used during start-up until the 

motor reaches to 80 % of its nominal speed (i.e., 1800 

rpm). 
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6.1. Case 1: The motor is powered by a battery 

bank through the inverters 

 In this case, the motor is powered by a battery 

bank - with a constant value equal to 126V- through 

the aforementioned three inverters. Fig. 8 illustrates 

the proposed speed trajectory for motor power across 

all inverters. As can be seen, they all showed a good 

response with some overshooting compared to the 

reference speed trajectory. In addition, it can be noted 

that the speed trajectory with SBI is under damping 

with minimum overshooting in comparison with the 

other two types. Figure 9 demonstrates the total stator 

currents with all inverters. At 80 % of the synchronous 

speed (i.e., 1440 rpm) the capacitor is cut off. The 

waveform of internal electric torque of the motor is 

illustrated as an instantaneous value given in Fig. 10. 

At start-up, the motor torque is increased until the 

motor reaches steady state and then decreases to a 

nominal value.   

 
Figure 8 actual and reference forward speed trajectories 

for inverters with battery bank 

 

6.2. Case 2: The motor is powered by a PV-array 

without shade 

In this case, the motor is delivered by a PV-array 

through the selected inverters. In this case the PV-

irradiance is assumed to be constant without shade and 

equal to 1000 W/m² - as shown in Figure 11-a. 

Figures 11-b and c illustrate the voltage of PV-

terminal and the power profiles of this radiation. As 

stated, at the start the voltage value is roughly constant 

and equal to 126 V.  Then, while starting, its value is 

affected by switching the load and inverter. It 

therefore varies slightly according to the motor current 

and power. The motor speed trajectory is shown in 

Fig. 12. Due to oscillations in the PV-output voltage, 

the speed trajectory is also affected accordingly, 

 
 
Fig. 9 The total stator currents with all inverters 

 
Fig. 10 Motor internal electric torque 

 

especially with the SISO-inverter due to absence of 

the first stage (i.e., converter). However, both two-

stage inverters almost follow the refernce speed 

trajectory. But, the best drive is that of SBI due to the 

robust controller offered. In addition, z-source inverter 

is tracking with a slight deflection. Figure 13 

demonstrates the stator total currents. As shown, when 

starting the current will increase and then decrese in 

steady state. As shown, when the motor reaches to 

80% of the nominal speed, the capcitor circuit is open. 

It depends on the temporal response of each proposed 

system based on its controller and the voltage of the 

DC-link. Likewise, SBI is much faster than others 

with minimum overshot. Accordingly, the internal 

electrical torque, shown in Figure 14, is also affected 

by the DC-link input voltage of the inverter. 
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Fig. 11 PV-array (a) irradiance (b) voltage (c) power 

 
Figure 12 actual and reference forward speed trajectories 

for inverters without PV-shadow 

 

The motor torque gradually increases at start-up and 

then decreases with the current steady state. As shown, 

the SISO inverter provides low-starting torque 

comapred to other two inverter types.  
 

6.3. Case (3): The motor is powered by a PV-array 

with shade 

In this case, the shadow for the PV-array shall be 

considered. At t-0.5 to 0.6, the insolation is reduced 

from 1000 W/m² to 200 W/m² during this period as 

shown in Fig. 15a. Accordingly, the terminal voltage 

and generated power are shown in Figures 15-b and c. 

The reference and actual speed trajectories of all 

compared inverter systems are shown in the Fig. 16. 

As illustrated, the SBI with the help of the proposed 

voltage controller and its strategy, succeeded to follow 

the trajectory through start-up. Although the  

 
Fig. 13 The total stator currents for all inverters 

 
Fig. 14 Motor internal electrical torque 

 

insolation was reduced to its minimum value, the DC-

link voltage is increased to a sufficient value. 

 Moreover, the z-source inverter also followed the 

trajectory with a time delay and a maximum overshot 

at startup. The SBI and z-source inverters followed the 

speed trajectory through the deceleration without 

error. However, the SISO-inverter system took more 

delay time without deviation of the speed trajectory 

through starting period. Furthermore, it could not 

follow the deceleration of speed trajectory. Figure 17 

illustrates the stator current. At starting, the motor 

with both SBI and z-source inverters consumes fewer 

power than the SISO inverter. This can be illustrated 

clearly through the internal electrical torque of the 

motor as shown in Fig. 18. The motor exerted more 

torque for the SBI and z-source inverters but SISO-

inverter produces a bit of torque due to the lake of 

input DC-voltage. 
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Fig. 15 PV- (a) irradiance  (b) terminal voltage    (c) output 

power 

 
Fig. 16 actual and reference forward speed trajectories for 

inverters with PV-shadow 

7. Real-time implementation for the SIMO-

inverter systems 
 In power systems and drives, real time 

simulator (RTS) is used to design, test control, and 

protect equipment performance before installation on 

actual state. So, in this work, the combination of 

OP4510 real-time hardware-in the loop (HIL) and 

rapid-control prototype (RCP) [34] and OP8660 HIL-

controller and data acquisition interface [35] platforms 

are used to implement the proposed drive. 

According to simulation results, the SPIM-drive based 

on SBI will be only implemented to overcome the 

parameter variations of the PV-fluctuations. The 

overall practical system is shown in figure 19. All 

output parameters of the drive such as speed, torque, 

capacitor voltage, and currents are measured as real 

signals through the analog port of the HIL and its  

 
Fig. 17 The total stator currents for all inverters 

 
Fig. 18 Motor electric internal torques with all inverters 

 

controller. The speed trajectory is scaled down 

through the Simulink platform by 1000. So, as shown 

in fig. 20-Chs. B and C, the actual and reference speed 

trajectories are nearly identical with real scale 1000 

rpm/ div. In addition, the electrical internal torque is 

scaled down by 20 and channel scale is 500mv/div, so 

as shown in fig. 20-Ch. A, the real-scale value is 5 

N.m. /div. The total stator current, main, and auxiliary 

winding currents are also the real scale is 10 A/div. As 

illustrated in fig. 21 Chs. A, B, and C, at starting the 

motor currents are increased and then decreased after 

steady-state. This can be clearly depicted as shown in 

fig. 21. The starting capacitor voltage ensures the 

starting process as illustrated through Ch. D with real-

scale 200V/div. 
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Fig. 19 Experimental rig 

8. Conclusion 

This article has examined the performance 

and behavior of a single phase induction motor when 

fed from an intermittent voltage source, such as a solar 

cell via SIMO- SBI and z-inverters. This manuscript 

suggested a scalar voltage/frequency as the master 

controller for the motor speed. In addition, another 

slave controller was proposed for DC-link voltage 

control and MPPT algorithm. This controller 

contributed to keep the DC-link voltage of the SBI 

constant to a certain value when the PV-array has a 

low radiation due to shade or cloudy weather. This 

value is sufficient to ensure the torque and current of 

the motor leads to better performance during starting 

and running. SIMO inverters are the best solution to 

ensure the best performance for SPIM drives with 

these intermittent sources compared to the SISO 

inverters. The proposed system was implemented in a 

real time. Thus, in the near future, it can be easily 

deployed as a true physical prototype. 
 

APPENDIX A 

PV-Module Specifications 

PSTC = 305W, PPTC = 208.6W, P (Imax ) = 5.58A, V 

(Pmax) = 54.7V, ISC = 5.96A, VOC=64.2V, Ncell=96, 

Vmax=600V. 

 

APPENDIX B 

The motor data: Prated = 0.25 HP, P = 4, Vrated =
110 V, frated=60 Hz,  Rsm = 2.02 Ω, Xlsm = 2.79 Ω , XM =
66.8 Ω, Rsa = 7.14 Ω, Xlsa = 3.22 Ω , Rcap.= 2.15 Ω, Cst. =

255 μF, Rlr
′ = 4.12Ω, Xlr

′ = 2.12 Ω 
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Abstract— Like most road running vehicles, a railway 

traction power system provides mechanical power that can be 

converted into kinetic and potential energy and can be 

used to overcome resistance to motion.For every successful 

train traction system, there are certain general requirements 

which should be met such as The capability to start and haul a 

prescribed load over its specified routes whilst maintaining 

the timetable and a sufficiently long service lifetime with 

minimal non-availability due to maintenance and standby. 
Three typical railway traction systems are used in railway 

system: electric, diesel electric and hybrid. DC and AC 

electric traction systems are commonly deployed in the 

railway industry. A separately excited DC motor is adopted in 

this paper. The electric vehicle power train system and the 

components are modelled in details and all the simulation 

models has been done designed and evaluated with Matlab 

programming environment. 

Keywords: Railway System, SEDM, Electric Vehicle, 

Driveline, Powertrain. 

I. INTRODUCTION 

first railways were powered by steam engines.

Although the first electric railway motor came on

the scene halfway through the 19th century, the 

high infrastructure costs meant that its use was very limited. 

The first Diesel engines for railway usage were not developed 

until halfway through the 20th century. The evolution of 

electric motors for railways and the development of 

electrification from the middle of the 20th century meant that 

this kind of motor was suitable for railways. Nowadays, 

practically all commercial locomotives are powered by 

electric motors (Faure, 2004; Iwnicki, 2006)[1,2].Figure(1) 

illustrates a flow diagram for the different types of rail 

engines and motors most widely used throughout their 

history. The first Diesel locomotives with a mechanical or 

hydraulic drive immediately gave way to Diesel locomotives 

with electrical transmission[3,4]. These locomotives are 

really hybrids equipped with a Diesel engine that supplies 

mechanical energy to a generator, which, in turn, supplies the 

 electrical energy to power the electric motors that actually 

move the drive shafts. Although this may appear to be a 

contradiction in terms, it actually leads to a better regulation 

of the motors and greater overall energy efficiency. 

Figure.1. Railway engine and motor types. 

The major drawback of electrical traction is the high cost of 

the infrastructure required to carry the electrical energy to the 

point of usage[5,6]. This requires constructing long electrical 

supply lines called “catenary”, (Figure 2). 

Figure. 2. Electric railway traction: General outline, 

catenary and pantograph. 

In addition, the locomotives need devices that enable the 

motor to be connected to the catenary: the most common 

being ―pantographs‖ or the so-called ―floaters‖. In its favour, 

electrical traction can be said to be clean, respectful of the 

The 
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environment and efficient, as an optimum regulation of the 

motors can be achieved. In this work, we will only focus on 

the functioning and regulation of the most widely used types 

of electric motors. 

   The most widely used electric motors for railway traction 

are currently of three basic types: 

1. Direct current electric motors with in-series excitation. 

2. Direct current electric motors with independent excitation. 

3. Alternating current electric motors. 

  The induction motor has long been regarded as a suitable 

final drive for railway traction systems due to its inherent 

capability for regeneration and steep speed and torque 

characteristics[7,8]. However, the widespread introduction of 

induction motors could only be realised after modern power 

electronics became available [9]. The two reasons for this are 

as follows: 

- Speed control of the induction motor is achieved by 

changing the input frequency and voltage of the input power 

supply; 

-The difficulty of obtaining the proper three-phase supply 

from a DC or single phase AC traction line should be solved 

by power electronics techniques. 

   The development of power electronics relies on 

advancement of semiconductor devices [10,11]. In the 1960s, 

the development of the power thyristor gave rise to trials of 

several experimental inverter-fed induction motor locomotive 

drives. The main drawback of this type of device is the lower 

current and voltage level which it could withstand which 

limits its application in high power fields. In the 1970s, the 

development of a high-power force-commutated thyristor led 

to the deployment of the Current Source Inverter (CSI) in 

DC-fed metro traction drives. Later, the large power Gate-

Turn-O_ (GTO) thyristor realised the Voltage Source Inverter 

(VSI) in railway applications. Until very recently, the 

Insulated Gate Bi-polar Transistor (IGBT), which has a lower 

operation current and higher switching speed has taken the 

place of the GTO. In the 1980s, the pulse converter was 

developed, which is a four-quadrant AC-DC line converter 

that enables three-phase VSI-Induction Motor drives on 

single-phase AC supplied railways. There are two commonly 

applied types of AC motor: induction and asynchronous 

motor[12]. 

  Direct current electric motors usually work under a 3 kV 

supply and alternating current motors under 25 kV[13]. 

Direct current motors are gradually becoming obsolescent in 

favour of alternating current motors. This is mainly due to 

maintenance problems with the direct current motor 

collectors and the better technological progress of alternating 

current motors. 

  The most common DC traction motors used in the railway 

industry are series and separately-excited machines[14,15]. In 

series motor, the field winding is connected in series with the  

armature, resulting in the field being determined by the armature 

current. The series field forms a protection to ensure that no 

current flows in the motor without a corresponding field having 

 already been established. The field becomes non-linear when 

iron saturation occurs at a higher current. For any series 

traction motor with a steady terminal voltage, ―wheel-slip  

correction‖ can be inherently realised with a high starting 

torque followed by a constant power operation regime with 

increasing speed. This is a very attractive feature for stable 

operation. Speed control for a series DC machine can be 

achieved by varying the terminal voltage at the starting stage 

and the field through the diverter resistor at a greater speed 

which is usually referred to as a ―field weakening operation‖. 

However, the insertion of a series resistor into the motor 

circuit is regarded as wasteful of power and of limited use. In 

a camshaft controlled train, the series resistance is varied to 

give the overall characteristic shown in Figure.3. At the 

beginning, both armature and field current are both 

maintained constant to generate a constant torque. With the 

increase of rotating speed, the output power is increased until 

the base speed. Subsequently, field current is reduced and 

bring down the output toque. This operation called field 

weakening operation. After the rotating speed is over the 

transition speed, the armature current begins to drop and 

further bring down the torque. The motor then goes into a 

weak field operation. 

   For the separately-excited motor, the field excitation circuit 

is independent from the field circuit. Speed control is also 

realised through varying the armature voltage or the field 

current. This type of motor with its separately excited field 

can be used for regenerative braking. In Figure.3, three 

control regimes have been identified with different 

characteristics in terms of torque, current, speed and power 

[16,17]. 

 

 
Figure3. Characteristics curve of separately excited DC 

motor 

 

 

II. SEPARTELY EXCITED DC MOTOR MODELLING 

     The equivalent circuit of separately excited DC motor shown     

in figure(4) [18,19]. The armature voltage equation is given by: 

 

          
   

  
        (1) 
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Where    ) is the armature voltage,      is the armature 

current,      is the armature resistance,    is the armature 

inductance,      is the back emf. 
 

  
 

Figure4. Equivalent circuit of separately excited DC 

motor. 

 

 

   When the armature conductors carry current, forces are 

exerted on them due to the interaction of this current with the 

steady air gap flux (Φ), which consists of the field current 

component(Φf).The resulting instantaneous electromechanical 

torque( Te) developed by D.C motor is given by: 

 

                  (2) 

 

Rotation of the armature conductors in the flux field causes 

an electro motive force. to be induced in the armature circuit 

of such polarity as to oppose the flow of armature current. 

This induced e.m.f. is usually known as the reverse e.m.f. or 

back e.m.f., which in terms of instantaneous variables is 

given by: 

                  (3) 

 

 Where (ω) is the instantaneous speed. In the international 

system units, the torque and voltage constants (Kt ) and 

 ( KE )are equal and have the dimensions of Newton meters 

per Weber ampere and volt second per Weber radian. 

   The electromechanical torque developed by the drive has to 

supply the torque demand of the externally applied load (TL), 

overcome the friction, windage effects and accelerate the 

inertial mass of the rotor during speed increases. If the polar 

moment of the inertia of the load and drive machine is (Jm) 

and the friction consists of a coulomb friction torque (Tf)  

plus a viscous friction term(Bm) then the dynamic mechanical 

part is implemented by the following equation for an 

adjustable speed drive is given by : 

 

     
  

  
                 (4) 

 

Mathematical model for the dynamic simulation of the dc 

motor has been developed. This model has been verified by 

simulation using Matlab. Looking at the DC motor output 

shaft position(θ), and choosing the state variable to be the 

motor shaft output position (θ), velocity (ω) and armature 

current       
 

 
 

Figure5.Dynamic model of separately excited DC motor 

 

III.DRIVELINE MODELLING  

 

   A typical driveline model consists of motor, spring-damper, 

gearbox and the wheel in series. The purpose of using a 

torsional damper is to keep engine torque peaks as well as 

operational irregularities away from the powertrain and   

connected units. If the forces operating in the powertrain area 

were not countered, driving comfort would be noticeably 

reduced and the powertrain components would also show 

considerably higher levels of wear.For the system the 

equations of motion can be derived as: 

 

   ̈                  ̇    ̇       (5) 

 

Where      ̇   ̈  are the angular ,angular speed and angular 

acceleration of the motor   respectively, and      ̇   ̈  are 

the angular ,angular speed and angular acceleration of the 

wheel respectively . (K) and( c ) are  coefficient and 

coefficient of viscous friction of spring damper (n) is the gear 

ratio. 

 ̈  
  

  
         

  

  
  ̇    ̇   

  

  
 ̇  

   

  
   (6) 

 

                                                                       (7)                                                 
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                                 (8) 

 

Where: 

        ̇   are the vehicle speed and acceleration respectively. 

     is the Wheel  inertia, and      is Transmission gear 

inertia  refer to motor.(F) is vehicle running resistance,      
is the vehicle mass and (R)  is the wheel radius. 

 

 

 

 

 

Figure(7).Driveline model 

 

IV.SIMULATION RESULTS AND DISCUSION 

To analyze the performance of the separately excited DC 

motor when it is used in powertrain system, the following 

modeling parameters are adopted: 

 

The current demand input to the system is shown in figure 

8.With the help of MATLAB programming , the performance 

of separately excited DC motor  connected to drive line 

system in time domain was obtained and the results are 

shown in figure 9,10,11. 

It is clear that the relation between the vehicle acceleration is 

equal to the wheel acceleration multiplied by the wheel 

radius(R=0.45m) . 

The characteristic curve of the motor can be divided into 

three regions: 

First region (0-1sec):In this region the motor starts from zero 

position until the current reaches 75A,and the torque at this 

point is equal to 317Nm.  

Constant torque re region (1-23.6sec): In this region the 

armature and the current torque are constants, while the speed 

is increasing until reaching the corner speed(ωc =350rad/sec) 

at the time of 23.6sec. 

Constant power region(ω>ωc ):It can be seen that in this 

region the armature torque and current are decreasing with 

the increasing of the motor speed. So the power  

(P=Tω)remain constant, and the motor works naturally. 

 

 
Figure(8).Current demand input to the system 

 
Figure(9).Torque versus time of the motor 

 

Motor &driveline system 

Armature resistance (Ra) 0.04 Ω 

Armature inductance (La) 0.4mH 

DC supply 1500V 

Nominal armature current 75A 

Motor constant (Kt) 4.28 

Power 112.5KW 

Armature inertia(Jm) 11Nm/rad.s
2 

Torque max 317N.m 

Damping ratio of motor 

shaft(Dm) 

0.003 

Transmission gear inertia(Jg) 

refer to motor 

0.6 

Motor windage &viscous 

friction(Bm) 

0.12 

Corner speed of the motor 350rad/sec 

Wheel inertia(Jw) 250Nm/rad.s
2 

Wheel radius(R) 0.45m 

Gear ratio(n) 5.68 

Spring coefficient (K) 10000KNm/rad 

 Coefficient of viscous 

friction(C) 

100KNms/rad 

Vehicle running resistance(f) 10000KN 

Train &track parameters 

Vehicle Mass(Mv) 6000000Kg 

Rolling resistance 

coefficient,(Fr) 

0.001 

Air density, (ρ) 1.2Kg/m
3 

Aero dynamic drag 

coefficient,(CD) 

0.653 

Front area, (Af) 2m
2 

Track gradient,(i) 1% 

Vehicle acceleration(a) 0.5m/s
2 

Average electrical accessory 

load 

30KW 
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The motor torque  during starting is  very high and gradually 

decreases as the angular velocity of the motor  increases. 

Consequently, during starting, the current intensity needs to 

be limited to avoid the circuits burning out and to limit the 

motor torque, thereby preventing the adhesion limits being 

exceeded in the wheel-rail contact. 

 
Figure(10). Vehicle acceleration versus time 

 

 
Figure(11). Wheel acceleration versus time 

 

V. CONCLUSTION 

There are different types of electric motors which are 

commonly used in the drive train. Choice of the electric 

motor depends on several factors such as speed and torque 

characteristics, physical size ,weight differences, material 

cost and efficiency. Because of its high starting torque, and it 

can operate in stable conditions with any field excitation, 

separately excited DC motor is adopted in this paper. The 

electric vehicle power train system and the components are 

modelled in details and all the simulation models has been 

done designed and evaluated with Matlab programming 

environment. The results show that the performance of 

separately excited DC motor when it is used in powertrain 

systems  was confirmed to be satisfactory because its wide 

range of speed control. 
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