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Abstract: The increase in energy demand and soaring 

prices of fossil fuels together with concerns about 

environmental issues have generated enormous interest in 

the utilization of renewable energy sources. In recent 

years, the solar energy is drawing more attention owing 

to its advantages such as zero green houses emission & 

pollution, low maintenance cost, absence of moving parts 

and freedom from environmental pollution. Due to the 

high initial cost of Photovoltaic (PV) power generation 

systems and their low energy conversion efficiency, a PV 

system is generally operated to extract maximum power 

from the PV source. The objective of maximum power 

point tracking (MPPT) is to extract maximum power 

generated by the PV systems under varying conditions of 

temperature and solar insolation. A major challenge in 

PV systems is to analyze the nonlinear current-voltage   

(I-V) characteristics so as to obtain a unique maximum 

power point on its power-voltage (P-V) characteristic 

curve. The process of MPPT is complicated due to the 

fact that the PV curves vary largely with solar insolation 

and temperature. Many researchers have proposed and 

implemented a variety of methods, both conventional and 

non-conventional, to solve MPPT problem. However, 

most of conventional tracking methods fail to work 

properly under partial shaded conditions. Partial shaded 

SPV modules produce several local maximum power 

points, making the tracking of Global Maximum Power 

Point (GMPP) difficult. Hence many researchers have 

tried to use artificial intelligence techniques such as 

Particle Swarm Optimization (PSO), Differential 

Evolution (DE), Ant Colony Optimization (ACO), Colony 

of Fire Flies (FF), Cuckoo Search (CS), Artificial Bee 

Colony (ABC) algorithm, Symbiotic Organism Search 

(SOS) algorithm and Fruitfly Optimization Algorithm 

(FOA) etc. This paper presents a review of artificial 

intelligence optimization techniques to address the 

Maximum Power Point Tracking of Solar Photovoltaic 

arrays under partial shaded conditions. The 

performances of these techniques are presented in respect 

of their tracking efficiency. 
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I. Introduction 

  Electricity is an essential factor of economic 

development for all the countries. In recent years the 

share of renewable energy in electricity production 

is growing significantly all over the world. Among 

these solar energy plays a vital role in the production 

of power and commercial usages [1]. Global 

installed solar photovoltaic capacity has increased 

over the past four years from 14.7GW in 2008 in to   

97.4 GW in 2012.  

Most of this capacity was installed in the 

European Union countries around 68.8GW which 

accommodate 70% of the world solar power 

generation capacity [2]. 

In India, around 25,000 villages are located in 

remote and inaccessible areas where it is not 

possible to electrify through conventional power 

generation grid. Hence one has to opt for renewable 

energy sources [3] as rural electrification is very 

essential to improve socio-economic conditions. 

Till date, India has established solar power 

generated installation capable of producing around 

2208.36MW by the year of 2014. Among the Indian 

states, Gujarat has been the leader of solar power 

generation and contributes 2/3rd of the total 

photovoltaic power.  
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Though the majority of photovoltaic power 

generation comes from independent solar plants, 

nowadays, roof top photovoltaic power generation is 

gaining more attention due to the fact that urban 

India has large amount of empty rooftop spaces 

which avoids the usage of land and environmental 

concerns [4]. 

Generation of electricity from solar energy 

improves con-version of solar energy into electricity 

not only improves generation of electricity but also 

reduces pollution due to fossil fuels. while the output 

power of solar panel depends on factors like solar 

irradiance, temperature and the load impedance [5], 

the output power of PV system gets affected by 

shading from adjacent buildings, tress, overhanging 

vegetation, roof slope and roof aspect. 

Solar shading is one of the biggest problems 

which affects the overall performance and efficiency 

of the solar panels. Shading can be classified as hard 

and soft shading. Hard shade occurs when a solid 

object or obstacle is placed in front of the array, 

blocking the sunlight in a clear and definable shape. 

Soft shade occurs when the overall intensity of the 

light is reduced, such as haze or smog in the 

atmosphere. 

Soft shade will allow voltage to be generated, but 

less current will flow from the module. Hard shade 

cast on a portion of the area on a solar module will 

open the circuit, causing the voltage generated by 

the module to drop [6]. Shading of solar cells is a 

critical performance issue  because: (a) the shaded 

cells can get reverse biased and consume power 

instead of generating power resulting in loss of total 

output power, (b) the power losses in the individual 

shaded cells would result in local heating and cause 

thermal stress on the surrounding cells resulting in 

hot spots and local defects which potentially result 

in the failure of the entire array [7], and (c) extreme 

cases of shading can generate reverse bias that might 

exceed solar cell breakdown voltage and damage the 

solar module [8]. 

The shading problem is rectified by connecting 

bypass diodes in parallel to the solar module. These 

diodes allow shaded cells to be bypassed, allowing 

the current from other modules in the string to flow 

continuously. 

Without the bypass diodes, any shade on any cell 

in the string would cause the entire string to stop 

producing power. If the power output of shaded cells 

is reduced, the performance of unshaded cells also 

decline due to their electrical connection to the 

shaded ones. 

Silvestre et al [9] maintained that when the current 

generated by an unshaded cell flows through a 

shaded cell, the shaded cell will have negative 

voltage and the power will be dissipated in this cell, 

causing a hot spot, and leading to cell damage. 

Giraud et al [10] studied effect of partial shading, 

in which PV array is not illuminated uniformly and 

found that the difference in solar irradiance causes 

mismatch in generated power between the solar 

modules. 

Generally solar panels can be connected in three 

ways to form PV array viz; (i) connecting the 

modules in series within the string and strings are 

connected in parallel to form an array (series-

parallel), (ii) connecting the modules in parallel 

within the string and then combine the strings 

serially (parallel-series) and (iii) Total Cross Tied 

(TCT) or bridge linked interconnection [11]. 

The better performance is achieved by connecting 

the modules in the parallel then connecting with 

series, the choosing of too many modules in parallel 

connection leads to less robust configuration and 

also the parallel connection is not suitable for all 

operating conditions. 

   Karatepe [12] found that TCT interconnection of 

solar array produce nominal response to reduce the 

partial shading losses. 

  Kaushika and Gautam [13] proposed that, changing 

the interconnection schemes of the modules from 

Series-Parallel to TCT increases the power by more 

than 4% and the TCT configuration is considered as 

the best solution to mitigate the mismatch losses 

under partially shaded conditions. 

Sheriff and Boutros [14] proposed a 

reconfiguration scheme for PV modules using 

transistors as switches between cells. 

Nguyen and Lehman [15] implemented new 

reconfiguration technique in the PV arrays and 

proposed two reconfiguration algorithms based on 

the switching matrix. It reduces the number of 

sensors and switches used, but if the shaded area is 

too large it is not effective and also they did not 

proposed any mathematical formulation for the 

optimal reconfiguration of solar array. 

Eldein et al [16] proposed a mathematical 

formulation for the optimal reconfiguration of 

photovoltaic arrays to minimize the partial shading 

losses. This paper formulates the reconfiguration 

problem as a mixed integer quadratic programming 

problem and finds the optimal solution using a 

branch and bound algorithm. 

Patnaik et al [17] proposed the technique in which 

shaded modules are disconnected from the array 

during shading condition. Hence it requires more 
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current sensors to measure the current flowing 

through bypass diode. Further it also requires 

separate switching circuits for connecting and 

disconnecting the PV module. 

Maki and Valkealahti [18] investigated the effect 

of partial shading on long string, parallel strings and 

multi-string. These studies shows that short strings 

connected individually or in parallel are the best 

array configuration compared to long series string 

connection. 

The losses due to partial shading are not 

proportional to the shaded area but also depend on 

the shading pattern, array configuration and the 

physical location of shaded modules in the array. 

Velasco Quesada et al [19] proposed a electrical 

reconfiguration techniques which aims to distribute 

the effect of solar shading in which, electrical 

connections are changed dynamically according to 

the switching matrix there by increasing the current 

flowing in the string of the PV module during 

shading condition. Even though the power loss is 

reduced in this technique the cost and complexity 

increases. 

Rani and Ilango et al [20] presented a technique in 

which modules are configured as array in the form 

of TCT connection based on the Su Do Ku puzzle 

pattern arrangement to distribute the shading effect 

over the entire array. In array reconfiguration 

techniques, the electrical connections of the modules 

are dynamically changed based on the shading    

conditions but in the Su Do Ku arrangement it 

remains fixed under all conditions. In this technique 

there is no need of separate voltage and current 

sensors, and also it does not require any control 

algorithm like reconfiguration technique. Power 

enhanced by this technique was around 26.12% 

higher than conventional TCT array configuration. 

The main drawback of this technique is difficult to 

make electrical connection between the PV modules 

arranged in Su Do Ku pattern.  

 

II. Need of MPPT Algorithm for PV System 

PV system is generally operated to extract 

maximum power due to high initial cost, power loss 

on system configuration, shading pattern and bypass 

diodes integrated in the PV modules. Maximum 

power point tracking (MPPT) is implemented in 

order to optimize the power generation of the PV 

system. MPPT is defined as the optimal point at 

which voltage and current are maximum in the PV 

system. The real challenge in the PV generation 

system is to choose a distinct maximum power point 

on its non linear power voltage (P-V) characteristic 

curve. 

When atmospheric conditions fluctuate, the 

maximum power point of the PV system changes its 

position and its PV curve takes multiple peaks as 

shown in fig(1). 

 

 

 

 

 

 

 

 

 

 

 

 

 

    Fig.1. PV array characteristic curves under PSC 

 

There are two neighborhood MPPs on the     P-V 

curve during Partial Shading Condition (PSC), out 

of which only one is the genuine MPP. It is needed 

to converge into a global MPP for extracting 

maximum power from the PV system. The 

optimization algorithm selected for MPPT ought to 

ideally possess the properties of easy process steps, 

quicker convergence, and assure convergence to 

GMPP along with practiceableness of 

implementation in a very low cost digital controller. 

The tracking efficiency of MPPT is calculated by 

taking the ratio between averaged output power 

obtained under steady state and maximum available 

power of the PV array under certain shading pattern. 

There are several optimization method available 

for tracking the MPP such as Perturb and Observe  

(P & O) [21], incremental conductance [22],          

hill climbing and short circuit current and open 

circuit voltage [23], load current & load voltage 

maximization technique, fuzzy control [24], neural 

network based schemes [25] to name a few. 

 

III. Artificial Intelligence Algorithm: 

In this paper a review of some biologically 

inspired optimization algorithms used for solving the 

problem of MPPT under partially shaded condition 

in PV system, such as Particle Swarm Optimization 

(PSO) techniques, Ant Colony Optimization (ACO), 

Differential Evolution (DE) algorithm, Fireflies (FF) 

algorithm, Cuckoo Search (CS) algorithm, Artificial 

Bee Colony (ABC) algorithm, Symbiotic Organism 



 

 

Search (SOS) algorithm and Fruitfly Optimization 

Algorithm (FOA) are made. 

A. Particle Swarm Optimization Technique 

PSO is a stochastic, population-based artificial 

intelligence algorithm developed by Eberhart and 

Kennedy in 1995 [26]. It is a straightforward and 

feasible meta-heuristic methodology found from the 

conduct of bird flocks.  

 The number of particles form a swarm that flies 

all over the viable space to look for fruitful region in 

which optimal solution may exist. 

The two vectors Zi=[zi
1
zi

2
::::zi

N
 ] and                   

Vi = [vi
1
vi

2
:::::vi

N
 ] are related to each      particle (i) 

in the N-dimension search space. 

During their search, individuals from the swarm 

associate with every others in a certain manner to 

upgrade their search experience. The particles take 

after the accomplishment of neighboring particles 

and attained to its own success. The most frequently 

used methodology is the gbest model where the 

entire population is considered as a single 

neighborhood throughout search experience. In 

every iteration, particles with finest solution impart 

its position co-ordinates (gbest) data with the rest of 

the swarm. Based on its own best search experience 

(gbest) and (pbest), the particles update its 

coordinates as per mathematical equation (1) and (2) ݒ௜௞+ଵ = ௜௞ݒݓ + ܿଵ݀݊ܽݎଵ(ݐݏܾ݁݌௜௞ − (௜௞ݖ +ܿଶ݀݊ܽݎଶ  (ܾ݃݁ݐݏ௜௞ − ௜௞+ଵݖ ௜௞)                                       (1)ݖ = ௜௞ݖ +  ௜௞+ଵ                                             (2)ݒ

where c1 and c2 are two positive acceleration 

constants, rand1 and rand2 are two randomly 

generated numbers with a range of [0; 1],  w  is the 

inertia weight. 

In this case, it is a linearly decreasing function of 

the iteration index. ݓሺ݇ሻ = ௠௔௫ݓ − ቀ௪೘��−௪೘�೙௜௧௘௥೘�� ቁ ∗  (3)             ݎ݁ݐ݅

Where ݅ݎ݁ݐ௠௔௫ is  the maximum number of iteration,  ݅ݎ݁ݐ  is the current iteration number, ݓ௠௔௫ is the 

initial weight and ݓ௠௜௡ is the final weight. 

PSO algorithm implementation for MPPT process 

as follows [27], 

Step 1: Examined number of modules 

interconnected, insolation pattern and 

temperature for each module. 
Step 2: Initialize PSO parameters such as ݓ௠௔௫,ݓ௠௜௡, c1, c2 and ݅ݎ݁ݐ௠௔௫. 

Step   3:  Set initial population of N particles (design 

variables) with random positions and velocities. 

Step  4:   Compute objective value, current and 

power.  

Step   5:   Measure the fitness of each particle. 

Step   6:    Update personal best: Compare the fitness 

value of each particle with its pbest. If the present 

value is better than pbest, then set pbest value to the 

current value. 

Step 7: Update global best: Compare the fitness 

value of each particle with gbest.  If the present 

value is better than gbest, set gbest to the current 

particles value. 

Step 8: Update velocities: Calculate velocities 

using ݒ௜௞+ଵ equation (1). 

Step 9: Update positions: Calculate positions 

using ݖ௜௞+ଵ equation (2). 

Step 10: Return to step4 until the current iteration 

reaches the maximum iteration number. 

Step 11: Obtain the best value of current and 

corresponding power in the final iteration and 

calculate the corresponding duty cycle value. 

Brunton, Rowley et al [28], proposed the Perturb 

and observe (P & O) method for tracking MPPT of 

the PV system. This control scheme needs external 

circuitry to repeatedly perturb the array voltage in 

addition to consequently measure the changing in 

the output power. 

The P & O algorithm fails under rapidly changing 

environmental conditions, because it cannot 

discriminate the difference between changes in 

power due to environmental effects and changes in 

power due to the intrinsic perturbation of the 

algorithm thus produce high oscillation and the 

tracking speed is low. This problem is overcome by 

PSO which is effectively implemented in [29]. 

Particle swarm optimization is highly potential 

due to its simple construction, easy operation, and 

fast computation capability. In this case of slow 

variation in the solar insolation, a proper 

initialization of duty cycles in PSO is very critical. 

In this case, a change in the duty cycle from the 

previous one should be small to track the MPP this 

exits the steady-state oscillations which leads power 

loss. To address these issues modified particle 

swarm optimization is employed in [30]. In this, 

once the particles reaches MPPT, velocity of the 

particle is becomes zero, due to this the steady state 

oscillation is completely eliminated which increases 

the tracking speed and by with increasing the system 

efficiency. 

 

B. Ant Colony Optimization Technique 

     The ant colony optimization (ACO) is a 

probabilistic algorithm used to determine the global 

optimal solution for all non linear problems.         
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This optimization technique is based on the 

performance of ants looking for a way between their 

province and a source of food [31]. 

   Considering an N-dimensional search space where 

M is the number of colonies, N is the number of ants 

present in each colonies. 

The transition probabilities of the ants are well-

defined as follows ݌௜௝ = ቀ�௝ఈ �௜௝ఉ ቀ∑ �௝ఈ �௜௝ఉ௠௝=ଵ ቁ⁄ ቁ                           (4) 

Where, �௜௝ ఉ > Ͳ elsewhere ݌௜௝ = Ͳ    �௝  is the attraction strength in region j,  �௜௝  refers to 

the difference between target function searched from 

the region i to j. The variables α and ȕ are the 
influence factors. 

   Attraction strength can be calculated using �௝ ሺݐ + ͳሻ = ��ሺݐሻ + ∑ ��௝௞௠௞=ଵ                      

   and                                                                 (5)             ��௝௞ = ܳ ⁄௝௞ܮ  

 

where L is the variation of target function,  ρ  is a 
constant [0; 1] and Q is the pheromone density 

released from ant colonies. 

   At first, every ant in the certain area starts moving 

randomly. Each area has its own particular 

fascinating quality to all ants. Because of distinction 

in fascinating quality, each ant builds transition from 

lower to higher strength area. Based on this, 

transition probability of each area is measured. In 

the next following cycles, ants travel towards a more 

attraction strength area. By sequential iteration ants 

travel towards the optimized point i.e MPP [32]. 

    The ACO based optimization is implemented in 

[33] to solve the MPPT problem for PSC. In these, 

PV power is considered as target function and 

current in the PV string as control variable. 

    The control vector is defined by the mathematical 

equation as ݏ௧ = ଵ௧ܫ] , …  ଶ௧ܫ … … . . ௧�ܫ ]                                   (6) 

where ݏ௧ is the current vector at the ݐ௧ℎ step, ܫ�௧  is 

the current control value for Nth PV string at the ݐ௧ℎ  

step. 

The objective function of this optimization 

problem f(s
t
) is described as the summation of the 

power output from each PV sub-string by 

 ݂ሺݏ௧ሻ = ∑ )(௝௧ܫ) ௝ܸ௧)�೛೛௝=ଵ                                 (7) 

     Where ܫ௝௧  and ௝ܸ௧are the current control variable 

and the voltage control variable for ݆௧ℎ PV string at 

the ݐ௧ℎ step respectively. 

    During the search process, the power of each 

current vector ݂ሺݏ௧ሻ is measured and evaluated at 

each stage. In every  iteration the solution obtained 

is compared and updated with newly generated 

solutions. The process is repeated until the global 

MPP is obtained. 

   The ACO implemented in [34] has formulated to 

operate continuously and easily adjust to changing in 

environmental conditions. The major benefit is, it 

needs only one combination of voltage and current 

sensors that increases the system reliability and less 

cost. And also it increases the efficiency of the PV 

system, even though is not applied to the distributed 

MPPT controllers. 

   Besheer et al [34] used ant colony optimization 

algorithm to fine tuning of the input weighting for 

MPPT   controller on standalone PV array. It 

exhibits best response in quick settling time and 

perfect tracking even under great variations in 

irradiance levels. 

 

C. Differential Evolution 

     Differential Evolution algorithm is a stochastic, 

optimize based evolutionary algorithm. The problem 

is optimized by generating a population of the 

candidate based on the formula and assigning the 

candidate in the best fitness value. Initial population 

is produce randomly and then it is improved by 

following process such as selection, mutation, and 

crossover. 

    The Differential Evolution optimization process is 

conducted by means of the following operations in 

[35]: 

(i) Initialization: 

     To start the optimization process, an initial 

population for the first generation P, initial 

parameter values�௜௝must be selected randomly in 

uniform between lower L and higher H bound 

interval [�௜� , �௜ு], 
 ܲீ = �௜� + ሺ�௜ு.[Ͳ,ͳ]݀݊ܽݎ − �௜�ሻ                  (8) ݅ = ͳ,ʹ … … �ܲ, ܩ = ͳ,ʹ … .   ,௠௔௫ܩ
 

where NP and G represents number of population 

and number of generation. 

For each individuals vector consists of control 

variables D. �௜ீ = �௜௝ீ , ݆ = ͳ,ʹ … . . � 

 

(ii) Mutation: 

      Mutation is a process of creating a mutant vector ௜ܸீ for each target vector  �௜ீ   in the current 

population. For a given parameter vector �௜ , G, 

three vectors (�௥ଵ,ீ,�௥ଶ,ீ,�௥ଷ,ீ) are randomly 



 

 

selected such that the indices ݅, ,ଵݎ ,ଶݎ  ଷ areݎ ݀݊ܽ

distinct. 

     A donor vector ௜ܸ,ீ+ଵis created by adding the 

weighted difference between the two vectors to the 

third (base) vector as  ௜ܸ,ீ+ଵ = �௥ଵ,ீ + .ܨ (�௥ଶ,ீ − �௥ଷ,ீ)                 (9) 

 

where  F is a user-defined constant (also known as 

the mutation scaling factor), which is usually select 

from the range (0,1). 

 

(iii) Crossover: 

     In the process of crossover, next generation 

mutated individual ௜ܸ,ீ+ଵ = [ ଵܸ௜,ீ+ଵ, ଶܸ௜,ீ+ଵ, ௝ܸ௜,ீ+ଵ    … … �ܸ௜,ீ+ଵ]௧
 and 

the present individual  �௜,ீ = [�ଵ௜,ீ, ଶܸ௜,ீ,�௝௜,ீ   … … ��௜,ீ+ଵ]௧
are mixed to 

the yield the trial vector  

 ௜ܷ,ீ+ଵ = [ ଵܷ௜,ீ+ଵ, ଶܷ௜,ீ+ଵ, ௝ܷ௜,ீ+ଵ   … … ܷ�௜,ீ+ଵ]௧
 

 

௝ܷ,௜,ீ+ଵ = { ௜ܸ,௝,ீ+ଵ, ݎܾ݁݉ݑ݊݀݊ܽݎ݂ܽ݅ ൑ Ͳ�௝,௜,ீ ݁ݏ݅ݓݎℎ݁ݐ݋    ,  (10) ݆ = ͳ,ʹ … … �, ܩ = ͳ,ʹ … . �௣ 

 

      where D is also the number of genes.          

CRε[0; 1] is the cross over factor and must be set by 
the user. 

(iv)  Evaluation and Selection: 

     The parent is substituted by its young within the 

next generation when the fitness of the later is better. 

Otherwise, the parent is retained. The first step is 

one-to-one competition (Local search). The next step 

selects the best individual in the population (Global 

search).  �௜,ீ+ଵ = ݃ݎܽ − ݔܽ݉ ቀ݂ (�௜,ீ), ݂ ( ௜ܷ,ீ+ଵ)ቁ  

                                                                            (11)                                                     �௕,ீ+ଵ = ݃ݎܽ − ݔܽ݉ ቀ݂ (�௜,ீ+ଵ)ቁ 

Where  ݅ = ͳ,ʹ, … . . �௣ 

    In the process of MPPT problem, the PV equation 

is the fitness function and perturbation voltage ௣ܸ௩, 

either current ܫ௣௩  or duty cycle D are used as 

control variables. ܲீ = ௜ீݔ = ݀௜ீ ∨  ௣௩௜ܫ ∨    ௣ܸ௩௜  = ,ଷݔ,ଶݔ,ଵݔ] … . .  ௜]             ሺͳʹሻݔ

 

    To begin the optimization process, control 

parameters for initial population is considered. The 

first generation fitness function values ଴ܲ  are 

calculated by measuring the current and voltage of 

the PV array corresponding to each target vector. 

The output power ௣ܲ௩ is used as fitness 

function ݂ሺ�ீ௜ሻ, which is obtained by multiplying 

the measured voltage and current of the PV array. 

Next mutation process is carried out to generate 

mutation vector ܸீ ௜  by mutating with a target vector �ீ௜ for each generation G. 

Next the algorithm enters in to the loop of crossover 

to generated a trial vectors ܷீ௜. In the selection 

process is compared with the fitness value of each 

target vector �ீ௜corresponding trial vector ܷீ௜, to 

create new members of population for the next 

generation using equation (12). The process of 

mutation, crossover and selection will be repeated 

until the fittest value is obtained i.e global MPP. 

     Tajuddin et al [36] proposed the MPPT technique 

for static pre-determined PV curves. This technique 

is not practically applicable to real time PV system 

because the temperature and solar irradiance are 

continuously changing in phenomena. 

     Ishaque et al [37] proposed modified DE 

algorithm for MPPT problem. In this technique 

dynamic objective function is formulated which 

effectively satisfied the large rapid fluctuation of 

solar irradiance and also reduced the steady state 

oscillation once it reaches the exact MPPT. It is fast 

convergence and produced overall efficiency 99.6% 

during partial shaded condition. 

   Wang et al [38] proposed both static and dynamic 

PV curves and unified MPPT controller is designed 

by differential evaluation algorithm. This method is 

justified using three different modules. 

 

D. Firefly Algorithm 

     Firefly algorithm was first introduced by yang 

[39]. It is a metaheuristic algorithm inspired by 

flashing behavior of fireflies to attract other files for 

mating purpose. The rhythmic flash,  the rate of 

flashing and the amount of time from part of the 

signal system that brings both sexes together. For 

simplicity in describing firefly algorithm, the 

following three assumptions are made: 1) all fireflies 

are unisex so that one firefly will be attracted to 

other fireflies regardless of their sex; 2) the 

attractiveness between two fireflies is proportional 

to relative brightness and the less brighter one will 

move toward the more brighter one. If there is no 

brighter one in a firefly colony, each one will move 

randomly and 3) the brightness of a firefly is 

affected or determined by the landscape of the 

objective function.  
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For a maximization problem, the brightness can 

simply be proportional to the value of the objective 

function. 

    Consider ݌ and ݍ be two fireflies positioned at �௣ and �௤, respectively. Let the distance between 

these two fireflies is denoted as  ݎ௣௤ . In a single 

dimensional space, we can write ݎ௣௤ = ‖�௣ − �௤‖                                          (13) 

 

 The degree of attractiveness ȕ, is a function of 
distance between two fireflies and is given by ߚሺݎሻ = ݊      , ଴  ݁−ఊ(௥೛೜)௡ߚ ൒ ͳ                       (14) 

 

    In the above equation, Ȗ is termed as absorption 
coefficient, used to controls the decrease of light 

intensity. The value of Ȗ, is between 0 and 10. The 
symbol ߚ଴    is initial attractiveness and is chosen as 

1, such that the brightest firefly strongly determines 

the position of other fireflies in its neighborhood. 

   Assuming that the brightness of firefly p is less 

than that of q, the new position of firefly p is given 

by the following equation: �௣௧+ଵ = �௣௧ + − ሻ(�௣ݎሺߚ   �௤) + ݀݊ܽݎ) ߙ −                   ͳ⁄ʹ )                                                 (15) 

    Here, random movement factor α is constant in 
the range [0; 1] and rand is a random number 

uniformly distributed between 0 and 1 for each 

movement of firefly. A large amount of α makes the 
movement to explore the solution through the distant 

search space and the smaller α tends to facilitate 
local search. 

    The steps of FA algorithm toward MPPT are 

described below: 

Step 1: Fix the constant parameters of the FA such 

as ߚ଴ , ,ߛ ,ߙ ݊, and population size N. In this 

algorithm, consider the duty cycle d of the dc-dc 

converter as position of the firefly and power 

generated ௣ܲ௩by the PV array as brightness of the 

firefly with respect to position of this firefly. 

Step 2: In this step, the fireflies are permitted to 

search in a certain space region that is in between 

the minimum and maximum values of the duty ratio 

of the dc-dc converter[݀௠௜௡: ݀௠௜௡] 

Step 3: In this step, the duty ratio of the dc-dc 

converter is operated corresponding to the position 

of each firefly sequentially. The output power ௣ܲ௩ is 

measured with respect to each duty ratio. This step is 

repeated for position of all fireflies in the population. 

Step 4: The firefly with maximum brightness retains 

in its same position and the remaining fireflies 

update their position based on equation (3). 

Step 5: Stop the program if the dc-dc converter 

operates at the optimum duty cycle corresponding to 

GMPP, otherwise go to step (3). 

Step 6: Reinitiate the FA if the solar insolation 

changes, which is detected by the digital controller 

by sensing the change in the power output. 

    Sundreswaran et al [40] reports that the FA-based 

tracking is superior, fast converging, reduced 

computational complexity, and tracking speed. The 

transients in power, voltage and current before 

reaching GMPP are very least when compared to      

P & O and PSO methods. 

 

E. Cuckoo Search Algorithm 

     Cuckoo Search is an optimization algorithm 

developed on the parasitic reproduction strategy of 

cuckoo birds. Generally cuckoo birds behave as 

brood parasitism such that laying their eggs in other 

birds (host birds) nests [41]. 

    Based on the behavior of cuckoos, the yang and 

deb [42] has developed three rules: (1) the cuckoos 

lays only one egg at a time and spot it in arbitrarily 

chosen nest. (2)  the next generation is created by the 

highest quality eggs which is spot on the best nest. 

(3) the number of accessible nests is fixed.  

    The number of eggs laid by a cuckoo found by the 

host bird is consider as probability ௔ܲ,       

where   Ͳ < ௔ܲ < ͳ. If the cuckoos eggs are found, 

the host bird can abandon its nest or destroy cuckoos 

eggs. Either way a new nest will be generated with a 

probability of ௔ܲ  for a fixed number of nests. Based 

on these three rules, the CS algorithm can be 

developed. 

    In cuckoo reproduction strategy, searching for a 

suitable host birds nest is an significant which 

proceeds in a random manner. In cuckoo algorithm 

searching of nest is described by Levy flight. Levy 

flight moves in random step where step sizes are 

calculated from Levy distribution according to a 

power law [43]. 

    The behavior of levy flight is applied in the meta-

heuristic search algorithm for the application of 

MPPT in PV system. 

In CS based MPPT, suitable variables must be 

selected for the search. To begin, the specimens of 

PV voltages has to be taken  ௜ܸ ሺ݅ = ͳ,ʹ,͵ … ݊ሻ. The 

total number of specimens and the step size are 

denoted by ݊ and α respectively. The fitness 

function (J) is dependent on the PV voltage at MPP 

is   ܬ = ݂ሺݒሻ. 

    Initially, the generated specimens are used to 

calculate the power which is set as the initial fitness 



 

 

value. The best sample is chosen based on the 

maximum power obtained by its corresponding 

specimens of PV voltage. Thereafter new voltage 

samples are generated based on the following 

equation. 

 ௜ܸሺ௧+ଵሻ = ௜ܸ௧ + ߙ  ሺ�ሻ                           (16)ݕݒ݁ܮ

where ߙ = ) ଴ߙ ௕ܸ௘௦௧ – ௜ܸ).  
 

The levy distribution is presented as � = ଴ ሺߙ ௕ܸ௘௦௧ − ௜ܸሻ ܭሺ�ሻݕݒ݁ܮ ∗ ௨ሺ|�|ሻ1/ఉ  ሺ ௕ܸ௘௦௧ −௜ܸሻ                                                                      (17) 

 

where  ȕ= 1.5, k  is the multiplying co efficient and 

u, v are determined from the normal distribution 

curves. 

    Jubaer Ahmed et al [44] described the 

implementation of CS algorithm for MPPT. To 

begin, all the constants and variables to be specific 

the voltage, current, power, number of specimens 

and the value of ȕ are initialized. The initial power is 
calculated by using the present value of voltage and 

current. The new value of voltage and power are 

stored in the voltage ௜ܸ௧ and fitness ܬ௜௧ arrays, 

respectively. 

   In addition, prior to the start of each iteration, a 

check out is conducted to determine whether the 

specimens have already attained convergence or not. 

If the specimen’s posses converged to MPP, they 

will merge as a same value and so does the 

respective power. If the specimens does not meet 

converge, all the power values of the corresponding 

specimens are measured and stored in the ܬ௜௧  array. 

By assessing the array, the specimen with highest 

power is picked as the best specimen. Thereafter, by 

ideals of Eq.(17) all other specimens are compelled 

to go towards this best value. The step sizes are 

calculated by performing the Lvy flight search. 

Accordingly, a new set of specimens are found and 

the corresponding powers are calculated. And then, 

if any specimen with lesser power is cut-off and a 

new specimen is generated. This iteration continues 

until all the specimens converge to the optimum 

point, i.e. MPP. 

F. Artificial Bee Colony Algorithm 

    The artificial bee colony algorithm (ABC) is 

population based optimization algorithm constructed 

from the smart foraging behavior of honey bee 

swarm, developed by Karaboga in 2005 [45]. 

  The colony has three groups of bees: employed 

bees, onlookers and scouts. It is expected that, the 

every food stuff has one employed bee. The number 

of foodstuffs nearby the hive is usually adequate to 

the number of employed bees in the colony.       

Employed bees go to their foodstuffs and return to 

hive and dances on this region. The employed bees 

food source has been deserted turns into a scout and 

begins to search for discovering another new 

foodstuff. Onlookers watch the dance movement of 

employed bees and select foodstuffs relying upon 

dances. 

   In the implementation of MPPT based ABC 

algorithm, the position of the foodstuff (Duty cycle) 

denotes the optimal solution to the MPPT problem 

and the amount of foodstuff are represents the 

corresponding quality (Power) of the associated 

solution. 

  The steps taken by the algorithm [46] is explained 

below: 

step 1: At the starting the population is created 

within the range of upper and lower limit. The 

employed bees are permitted to move in the search 

space to attain the particular solution.  

  The initialization is done by the following 

equation, ݔ௜௝ = ௝௠௜௡ݔ + ௝௠௔௫ݔ)ሺͲ,ͳሻ ݀݊ܽݎ −  ௝௠௜௡)         (18)ݔ

 

where  ݅ = ͳ,ʹ,͵, … . �� and  ݆ = ͳ,ʹ,͵, … . �.  SN is 

the population of the colony and D is the number of 

parameters to be optimized by the algorithm. 

Step 2: After initialization each food source is 

allotted to the employed bee. The employed bee 

changes the position of the food sources based on 

the information of nearby food source. Once it 

reaches it analysis the quality of food source.    The 

nearby food sources are found by the following 

equation    ݐ௜௝ = ௜௝ݔ + ௜௝ݔ)� −    ௞௝)                                   (19)ݔ

   In the above equation j is a random integer in the 

range of [1, D] while D and k=1, β,γ,….SN is a 

randomly chosen index that is different than i and �௜௝  is a randomly distributed number in the domain 

[-1, +1]. 

  The fitness function for the nearby food source is 

calculated by the following equation, 

௜ݏݏ݁݊ݐ݂݅  = { ͳ = ሺͳ + ௜݂ሻ            ݂݅ ௜݂   ≻ Ͳͳ = (ͳ + ሺݏܾܽ ௜݂ሻ)           ݂݅ ௜݂   ≻ Ͳ       
                          

Step 3: If all the employed bees have completed 

their searches, then the information food source is 

shared to onlooker bees. The onlookers bees chooses 

one of their best sources depending on the dance of 
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the employed bees. It is done by probabilistic 

selection scheme, ௜ܲ = ௙௜௧௡௘௦௦�∑ ௙௜௧௡௘௦௦����=1                                            (20) 

Step 4: The remaining food sources are abandoned 

and a new food source is searched by the scout bees 

and replaced with the abandoned sources. 

Step 5: The above steps are repeated until the 

optimized solution (GMPPT) is reached. 

 

G. Symbiotic Organism Search Algorithm 

     Symbiotic Organism Search (SOS) is a 

metaheuristic population based optimization 

algorithm proposed by Min-yuan cheng [47]. 

The word symbiosis means “living together” 
describes the two different organism depends on 

each other or mutually beneficial to fulfill the 

susceptance in the ecosystem under different 

environmental conditions. There are three 

different symbiotic relationships are naturally 

found in the ecosystem namely mutualism, 

commensalism and parasitism. Based on these 

relationship algorithm is formulated in three 

phase to find the optimal solution. 
(i) Mutualism Phase: 

     In mutualism, both participating organism 

gets mutually benefits. For example, the 

relationship between starlings and buffalo. 

Starlings get ticks from buffalo’s skin and the 
itching on buffalo’s skin will be reduced.  
In mutualism phase, Xi  is an organism interact 

with randomly chosen organism X j
 

with aim of 

increases the benefits mutually to survive in the 

ecosystem. The new organism Xinew  and

X jnew  are calculated based on the following 

equation. 

(0,1)*( _ * )
1

X X rand X Mutual Vector BFinew i best
    

(0,1)*( _ * )
2

X X rand X Mutual Vector BFjnew j best
    

_
2

X Xi j
Mutual Vector


  

Where, 

 
1

BF  and 
2

BF represents benefit factors which 

chosen either as 1 or 2 depends on level of benefits. 

X
best  

represents the highest degree of adaptation.  

 

The organisms are updated only if the new organism 

is fittest than previous organism.   

(ii) Commensalism Phase: 

      In commensalism, is a cooperative relationship 

between two unique species in which one gets 

benefits and the other is unaffected. For example 

relationship between remora fish and sharks. The 

remora fish eats the left over foods of shark thus by 

remora fish gets benefits without affecting the shark.  

In this phase, an organism X j  is selected randomly 

interact with Xi  in the ecosystem.  

The organism Xi  tries to get benefit and the X j  

itself neither benefits nor affected from the 

interaction. Then the fittest organism is updated only 

if new fitness valve is better than previous value by 

the following equation,  

     
( 1,1)*( )X X rand X Xinew i jbest

     

(iii) Parasitism Phase: 

       In parasitism, a symbiotic relationship between 

two different species in which one get benefits and 

the other is effectively damage. The example is 

between the anopheles mosquito and human body. 

Anopheles injects plasmodium parasite into the 

human body which create fatal threats causing the 

body to eventually die. In this phase, parasite vector 

is created by duplicating the organism Xi  and 

interact with randomly selected organism X j  in the 

ecosystem. If the parasite vector has better fitness 

value than the organism X j , then it will destroy the 

organism X j , otherwise parasite vector will never 

again have the capacity to live in the ecosystem. 

Thus each organism interacts randomly with other 

organism in the ecosystem randomly and the process 

is repeated till the termination criteria is met. 

 

  Prakash S  et al [48], proposed SOS algorithm for 

tracking MPPT under partially shading condition for 

the PV system. The main advantage of this 

algorithm is that, it does not require any definite 

tuning parameters. So it show sign of best response 

in quick settling time and the tracking efficiency is 

comparatively higher than conventional algorithms. 

 

H. FruitFly Optimization Algorithm 

     The Fruit fly Optimization Algorithm (FOA) is a 

new method for finding global optimization based 

on the food finding manners of the fruit fly.  



 

 

The naturally fruit fly itself is better than other 

species in detecting and discernment, particularly in 

osphresis and vision. The Fruit fly Optimization 

Algorithm is another strategy for finding global 

optimization developed based on discovering of 

foodstuff manners of the fruit fly by Wen-Tsao Pan 

[49].  

The actually fruit fly itself is superior to different 

species in distinguishing and insight, especially in 

osphresis and vision. The osphresis organs of fruit 

flies can discover a wide range of aromas skimming 

all around; it can even notice food source from   

40 km away. At that point, after it draws near to 

the nourishment area, it can also utilize its 

delicate vision to discover food and the 

company’s flocking area, and fly towards that 

bearing as well. The proposed fruitfly algorithm 

steps are described, as below: 

Step 1:  choose the initial position of a fruitfly 

randomly in the boundary.   
  _ , _InitX axis InitY axis    

Step 2: Random direction and distance of 

searching for food using the sense of smell of a 

fruit fly individual is calculated by the equation, 

 
_ _iX X axis Random value 

                         
 

  
_ _iY Y axis Random value    

Step 3: As the location of food cannot be 

known, the distance ( iDist ) to the origin is 

estimated before the decision value of smell 

concentration (S) is calculated; this value is the 

reciprocal of distance. 
2 2

i i iDist X Y 
   

1
Si Disti


                                                          

 

Step 4: Substitute smell concentration judgment 

value ( S ) into smell concentration judgment 

function (or called Fitness function) so as to 

find the smell concentration (
iSmell ) of the 

individual location of the fruit fly. 

   
( )smell function Si i

      
Step 5: Find out the fruit fly with maximal smell 

concentration (finding the maximal value) 

among the fruit fly swarm. 

   [ _ ; _ ] max( )best smell best index smell  
Step 6: Keep the best smell concentration value 

and x, y coordinate, and at this moment, the 

fruit fly swarm will use vision to fly towards 

that location. 

_ ( _ )

_ ( _ )

X axis X best index

Y axis Y best index




 

Step 7: Enter iterative optimization to repeat the 

implementation of steps 2–5, then judge if the 

smell concentration is superior to the previous 

iterative smell concentration, if so, implement 

step 6. 

 

 Prakash S et al [50], implement the fruit fly 

optimization algorithm for the application of 

tracking maximum power from the PV system 

under different environmental conditions. The 

FOA-based MPPT can handle partial shading 

conditions efficiently and it outperforms the 

conventional algorithm in terms of faster 

convergence to global point, tracking speed, 

reduced steady state oscillations, and higher 

tracking efficiency. 
 

A comparison of technique explained in section III 

as applied to MPPT problem is presented in Table 1 

for quick reference. 
                                

                                  Table 1 

Comparison Of Artificial Intelligence Algorithms 

Method Algorithm 

complexity 

Hardware 

implement

ation 

Conver

gence 

speed 

Efficie

ncy (η) 

PSO 

[26,27, 

28,29] 

Easy Easy Slow Low, 

99.47% 

ACO 

[31,32, 

33,34] 

Moderate Moderate Moder

ate 

High, 

99.60% 

DE 

[35,36, 

37,38] 

Moderate Moderate Fast High, 

99.50% 

FF 

[39,40] 

Easy Easy Very 

Speed 

Very 

high, 

99.97% 

CS 

[41,42, 

43,44] 

Moderate Moderate Speed High, 

99.96% 

ABC 

[45,46] 

Moderate Moderate Fast High 

99.65% 

SOS 

[47,48] 

Easy Moderate Very 

Fast 

High  

99.87% 

FOA 

[49,50] 

Easy Easy Very 

Fast 

High  

99.80% 
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IV. Conclusion 

This paper reviews and describes the 

optimization procedure to find GMPP of partial 

shaded condition for eight different optimization 

techniques, with the objective of maximizing 

the power. Their advantages and disadvantages 

are compared based on published results. 

 Reference 
 
[1] http://en.wikipedia.org/wiki/Renewableresource/, 

2008,   
[2] http://www.energiesrenouvelables.org/observer/ht

ml/inventaire/pdf/15e-inventaire-Chap02.pdf/, 

2008.  

[3] T. Buragohain, “Impact of solar energy in rural 

development in india,” International Journal of 

Environmental Science and Development, vol. 3, no. 

4, pp. 334–338, 2012.  
[4] http://en.wikipedia.org/wiki/Solar power in India/, 

2008. 

[5] K. M. Malhotra, R. N, and SaravanaPrabu.R, 
“Literature review on solar mppt systems,” Advance 
in Electronic and Electric Engineering, vol. 4, no. 3, 
pp. 285–296, 2014.   

[6] http://sargosis.com/articles/science/how-shade-
affects-a-solar-array/, 2008. 

[7] R. E. Hanitsch, D. Schulz, and U. Siegfried, “Shading 

effects on output power of grid connected 
photovoltaic generator systems,” Power Engineering, 
vol. 4, no. 3, pp. 93–99, 2001.   

[8] H. Zheng, S. Li, R. Challoo, and J. Proano, “Shading 

and bypass diode impacts to energy extraction of PV 

arrays under different converter configurations,” 
Renewable Energy, vol. 68, no. 0, pp. 58–66, 2014.  

[9] S. Silvestre, A. Boronat, and A. Chouder, “Study of 
bypass diodes configuration on pv modules,” Applied 
Energy, vol. 86, no. 9, pp. 1632–1640, 2009.  

[10] F. Giraud and Z. Salameh, “Analysis of the effects of 
a passing cloud on a grid interactive photovoltaic 

system with battery storage using neural networks,” 
Energy Conversion, IEEE Transactions on, vol. 14, 
no. 4, pp. 1572–1577, Dec 1999. 

[11] A. Woyte, J. Nijs, and R. Belmans, “Partial 

shadowing of photovoltaic arrays with different 
system configurations: literature review and field test 
results,” Solar Energy, vol. 74, no. γ, pp. β17–233, 

2003. 
[12] E. Karatepe,  M. Boztepe, and M. olak, 

“Development of a suitable model for characterizing 
photovoltaic arrays with shaded solar cells,” Solar 
Energy, vol. 81, no. 8, pp. 977–992, 2007.  

[13] N. D. Kaushika and N. K. Gautam, “Energy yield 
simulations of inter-connected solar pv arrays,” 
Power Engineering Review, IEEE, vol. 22, no. 8, pp. 
62–62, Aug 2002.   

[14] R. A. Sherif and K. S. Boutros, “Solar module array 

with reconfigurable tile,” U.S. Patent, vol. 6, no. γ, 
pp. 93–99, 2002.  

[15] D. Nguyen and B. Lehman, “An adaptive solar 

photovoltaic array using model-based 

reconfiguration algorithm,” Industrial Electronics, 
IEEE Transactions on, vol. 55, no. 7, pp. 2644–2654, 

July 2008.  

[16] ElDein, M.Z.S., M. Kazerani, and M. Salama, 

“Optimal photovoltaic array reconfiguration to 

reduce partial shading losses,” Sustainable Energy, 
IEEE Transactions on, vol. 4, no. 1, pp. 145–153, Jan 

2013.  

[17] B. Patnaik, P. Sharma, E. Trimurthulu, S. Duttagupta, 

and V. Agarwal, “Reconfiguration strategy for 

optimization of solar photovoltaic array under non-

uniform illumination conditions,” in Photovoltaic 
Specialists Conference (PVSC), 2011 37th IEEE, 

June 2011, pp. 001 859–001 864.  

[18] A. Maki and S. Valkealahti, “Power losses in long 

string and parallel-connected short strings of series-

connected silicon-based photovoltaic modules due to 

partial shading conditions,” Energy Conversion, 
IEEE Transactions on, vol. 27, no. 1, pp. 173–183, 

March 2012.  

[19] G. Velasco Quesada, F. Guinjoan-Gispert, R. Pique-
Lopez, M. Roman-Lumbreras, and A. Conesa-Roca, 

“Electrical pv array reconfiguration strategy for 
energy extraction improvement in grid-connected pv 

systems,” Industrial Electronics, IEEE Transactions 
on, vol. 56, no. 11, pp. 4319–4331, Nov 2009.   

[20] B. Rani, G. Ilango, and C. Nagamani, “Enhanced 

power generation from pv array under partial 

shading conditions by shade dispersion using su do 

ku configuration,” Sustainable Energy, IEEE 
Transactions on, vol. 4, no. 3, pp. 594–601, July 

2013.  

[21] N. Femia, G. Petrone, G. Spagnuolo, and M. Vitelli, 
“Optimization of perturb and observe maximum 

power point tracking method,” Power Electronics, 
IEEE Transactions on, vol. 20, no. 4, pp. 963–973, 

July 2005.   
[22] K. Hussein, I. Muta, T. Hoshino, and M. Osakada, 

“Maximum photo-voltaic power tracking: an 

algorithm for rapidly changing atmospheric 

conditions,” Generation, Transmission and 
Distribution, IEE Proceedings, vol. 142, no. 1, pp. 

59–64, Jan 1995.  

[23] T. Noguchi, S. Togashi, and R. Nakamoto, “Short-

current pulse-based maximum-power-point tracking 

method for multiple photovoltaic-and-converter 

module system,” Industrial Electronics, IEEE 
Transactions on, vol. 49, no. 1, pp. 217–223, Feb 

2002.  

[24] D. Shmilovitz, “On the control of photovoltaic 

maximum power point tracker via output 

http://en.wikipedia.org/wiki/Renewableresource/


 

 

parameters,” Electric Power Applications, IEE Pro-

ceedings, vol. 152, no. 2, pp. 239–248, March 2005.   
[25] A. B.N., A. K.H., F. S.J., and W. B.W., “Fuzzy logic 

control approach of a modified hill climbing method 

for maximum power point in microgrid standalone 

photovoltaic system,” Power Electronics, IEEE 
Transactions on, vol. 26, no. 4, pp. 1022–1030, April 

2011.  

[26] Selvapriyanka and Vijayakumar, “Particle swarm 

optimization based mppt for pv system under partial 

shading conditions,” International Conference on 
Engineering Technology and Science, vol. 58, no. 0, 

pp. 227–236, 2014.  

[27] R. Suryavansh, D. R. Joshi, and S. H. Jangamshetti, 

“Pso and p & o based mppt technique for spv under 

varying atmospheric conditions,” International 
Journal of Engineering and Innovative Technology, 

vol. 3, no. 0, pp. 227–236, 2012. 

  
[28] S. Brunton, C. Rowley, S. Kulkarni, and C. Clarkson, 

“Maximum power point tracking for photovoltaic 

optimization using ripple based extreme seeking 

control,” Power Electronics IEEE Transactions on, 
vol. 25, no. 10, pp. 2531–2540, Oct 2010.  

[29] M. Miyatake, T. Inada, I. Hiratsuka, H. Zhao, H. 

Otsuka, and M. Nakano, “Control characteristics of a 

fibonacci-search-based maximum power point 

tracker when a photovoltaic array is partially 

shaded,” in Power Electronics and Motion Control 
Conference, 2004. IPEMC 2004. The 4th 

International, vol. 2, Aug 2004, pp. 816–821.   
[30] K. Ishaque, Z. Salam, M. Amjad, and S. Mekhilef, 

“An improved particle swarm optimization 

(pso)2013;based mppt for pv with reduced steady-

state oscillation,” Power Electronics, IEEE 
Transactions on, vol. 27, no. 8, pp. 3627–3638, Aug 

2012.   
[31] L. Chen, J. Shen, L. Qin, and H. Chen, “An improved 

ant colony algorithm in continuous optimization,” 
Journal of Systems Science and Systems 

Engineering, vol. 12, no. 2, pp. 224–235, 2003.  

[32] Z. Salam, J. Ahmed, and B. S. Merugu, “The 
application of soft computing methods for MPPT of 
PV system: A technological and status review,” 
Applied Energy, vol. 107, no. 0, pp. 135 – 148, 2013.  

[33]  L. L. Jiang, D. L. Maskell, and J. C. Patra, “A novel 
ant colony optimization-based maximum power point 
tracking for photovoltaic systems under partially 
shaded conditions,” Energy and Buildings, vol. 58, 
no. 0, pp. 227–236, 2013. 

[34] A. Besheer and M. Adly, “Ant colony system based pi 
maximum power point tracking for stand alone 
photovoltaic system,” in Industrial  Technology 
(ICIT), 2012 IEEE International Conference on, 
March2012, pp. 693–698. 

[35] H. Taheri, Z. Salam, K. Ishaque, and Syafaruddin, “A 
novel maximum power point tracking control of 
photovoltaic system under partial and rapidly 

fluctuating shadow conditions using differential 
evolution,” in Industrial Electronics Applications 
(ISIEA), 2010 IEEE Symposium on,Oct 2010, pp. 
82–87.  

[36] M. F. N. Tajuddin, S. M. Ayob, Z. Salam, and M. S. 
Saad,“Evolutionary based maximum power point 
tracking technique using differential evolution 
algorithm,” Energy and Buildings, vol. 67, no. 1,pp. 
245–252, 2013. 

[37] K. Ishaque and Z. Salam, “An improved modeling 
method to determine the model parameters of 
photovoltaic (pv) modules using differential evolution 
(DE),” Solar Energy, vol. 85, no. 9, pp. βγ49–2359, 
2011. 

[38]  F. Wang, X. Wu, F. Lee, Z. Wang, P. Kong, and F. 
Zhuo, “Analysis of unified output mppt control in 
subpanel pv converter system,” Power Electronics, 
IEEE Transactions on, vol. 29, no. 3, pp. 1275–1284, 
March 2014. 

[39] X. S. Yang, “Firefly algorithms for multimodal 
optimization,” Stochastic Algorithms Foundations 
Appl, vol. 5792, no. 0, pp. 169–178, 2009.  

[40]  K. Sundareswaran, S. Peddapati, and S. Palani, 
“Mppt of pv systems under partial shaded conditions 
through a colony of flashing fireflies,”Energy 
Conversion, IEEE Transactions on, vol. 29, no. 2, pp. 
463–472, June 2014. 

[41] X. S. Yang, “Cuckoo search,” in Nature Inspired 
Optimization Algorithms, X. S. Yang, Ed. Oxford: 

Elsevier, 2014, pp. 129– 139.  
[42] X.-S. Yang and S. Deb, “Cuckoo Search via Levy 

Flights,” ArXiv e-prints, Mar. 2010.   
[43] M. Zineddine, “Vulnerabilities and mitigation 

techniques toning in the cloud: A cost and 

vulnerabilities coverage optimization approach using 

cuckoo search algorithm with lvy flights,” Computers 
& Security, vol. 48, no. 0, pp. 1–18, 2015.    

[44] J. Ahmed and Z. Salam, “A maximum power point 

tracking (mppt) for fPVg system using cuckoo search 

with partial shading capability,” Applied Energy, 
vol. 119, no. 0, pp. 118–130, 2014.  

[45] Akay, Bahriye, and D. Karaboga, “A modified 
artificial bee colony algorithm for real-parameter 
optimization,” Inf. Sci., vol. 19β, pp. 1β0–142, Jun. 
2012.   

[46] B. Babar and A. Crciunescu, “Comparison of 

artificial bee colony algorithm with other algorithms 

used for tracking of maximum power point of 

photovoltaic arrays,” International Conference on 
Renewable Energies and Power Quality, vol. 0, no. 0, 

pp. 169–178, 2014. 

[47] Min-Yuan and Doddy Prayogo, “Symbiotic 

Organisms Search: A new metaheuristic optimization 

algorithm, Computers and Structures”, vol. 139, pp. 

98-112, 2014. 

[48] Prakash S and Rajathy R, “Implementation of 

Symbiotic Organism Search algorithm for Extracting 

Maximum Power from the PV system under Partially 



13 
 

Shaded Condition”, International journal of control 
theory and application, vol. 8, no. 5, pp. 1871-1880, 

2015. 

[49]  Wen-Tsao Pan, “A new Fruit Fly Optimization 

Algorithm: Taking the financial distress model as an 

example”, Knowledge-Based Systems, vol. 26,       

pp. 69-74, 2012. 

[50] Prakash S and Rajathy R, “A novel Fruit fly 

optimization algorithm-based maximum power point 

tracking for photovoltaic systems under partially 

shaded conditions”, vol.26 , pp.69-74,2012 

  
 

  
 


	Prakash S                                                          Dr. R. Rajathy
	Research scholar                                                 Associate Professor
	Pondicherry Engineering College                       Pondicherry Engineering College
	gallantprakash@gmail.com                               rajathy@pec.edu
	Dr. Harish kumar
	Associate Professor
	Pondicherry engineering college
	harishkumarholla@pec.edu

