
Abstract─ In this current work, we are concerned with the 
robust detection of moving objects in videos taken from an 
mobile robot. The main task is to compensate the motion of the 
observer by estimating the Homography between two 
successive frames and detect the independent motion of the 
moving ground target in the image. To determine the 3-D 
position of the target using the stereovision and applied the 
classical controller to track the target (human), finally, we give 
some results of our detecting algorithms in the indoor 
environment using the fast frame differencing method. This 
result shows the effectiveness of the vision system. 
 
Keywords— mobile robot, stereovision, vision based control, 
motion detection, tracking, particular filtering   

I. INTRODUCTION 
In the recent years, efforts have been made to give 
autonomy to a single mobile robot by using different 
sensors to collect information from the surroundings and 
react to the changes of its immediate environment. 
Computer vision is one of the most popular perception 
sensors employed for autonomous robots. In many task such 
surveillance and grasping, visual path tracking, visual 
tracking of a moving object. The application of vision based 
tracking control design for robotic application has been an 
active area of robotic research, in the two papers [1], [2] 
present study of the visual servoing approaches to tracking 
control of nonholonomic mobile robots, in [3] present study 
of visual navigation mobile robots, this work subdivided 
into the visual navigation in indoor environment and the 
visual navigation in outdoor environment. A method and 
illustration of the extraction the vision data, in order to 
allow a robot to operate in at a known and dynamic 
environment, in [4] the authors have presented a vision-
based scheme for driving a non-holonomic mobile robot to 
intercept a moving target on the lower level, the pan-tilt 
platform which carries the on-board camera is controlled so 
as to keep the target at the centre of the image plane. On the 
higher level, the robot operates under the assumption that 
the camera system achieves perfect tracking. In particular, 
the relative position of the ball is retrieved from the pan/tilt 
angles through simple geometry, and used to compute a 
control law driving the robot to the target. Various possible 
choices are discussed for the high-level robot controller. In 
[5] the robust visual tracking controller is proposed for 
tracking control of a mobile robot in image plan, this work 
based on the proposed error-state model, the visual tracking 
control problem is transformed into the stability problem. 
The robust control law is then proposed to guarantee that the 
visual tracking system satisfies the necessary stability 
condition based on LYAPUNOV theory. In [6] described 

the position control of autonomous mobile robot using 
combination of kalman filter and fuzzy logic technique. 
Both techniques have been used to fuse information from 
internal and external sensors to navigate the mobile robot in 
unknown environment. An obstacle avoidance algorithm 
using stereovision technique has been implemented for 
obstacle detection. In [7] presented a strategy for a 
nonholonomic mobile robot to autonomously follow a target 
based on vision information from an onboard pan camera 
unit. Homography-based techniques are used to obtain 
relative position and orientation information from the 
monocular camera images. The proposed kinematic 
controller, based on the Lyapunov method, achieves 
uniform ultimately bounded tracking. In [8] and [9] the 
authors have proposed the state feedback control using the 
fuzzy logic controller to realize a leader and follower 
mobile robot based the laser and infrared sensors. Tracking 
a moving ground objects in aerial video has a variety of real 
world applications, and presents a major interest for the 
civilian and military ones. These include aerial recognition, 
remote surveillance, traffic monitoring. 
Detecting motion of external objects from a moving robot is 
the subject of active research [10,11,12,13,14,15]  
This is a challenging task as target sizes are small and they 
must be acquired and tracked through changing 
environment. 

 
We propose an efficiently engineered system which reliably 
locates and tracks object by using a modular approach. The 
approach involves four modules which include: 

- Features detection and tracking 
- Ego motion estimation 
- Features selection. 
- Robuste Indépendant motion détection 
- 2D Target Localization by particle filter 
-  

 
The monocular vision based tracking control 

suffers to obtain the 3D target position. However, in this 
paper the stereovision system has been used to solve this 
problem, we can at each instant have a pair of images, from 
two geometrical defined cameras, that allow us to have four 
image coordinates. The triangulation equation is used to 
estimate the relative 3D position (tracker-target). We want 
to examine the target motion detection and tracking using 
the nonholonomc mobile robot by measuring the direction 
and the depth of the target.  

First we will describe the kinematical model of a 
mobile robot (Section II), and the camera model (section 
III), section IV present feature detection and tracking, 
section V we present the ego motion estimation, section VI  
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we present the ego motion estimation, section VI 
present the feature selection, section VII present the 
independent motion detect, section VIII present the target 
tracking using the particular filter, section XI present the 3D 
target localisation the triangulation equations and the 
parameters of the cameras, section X presents the mobile 
robot’s visual control development. Finally we arrive to the 
conclusion of the whole work.  
 

II. MOBILE ROBOT MODEL  

 In this work is considered the unicycle 
mobile robot, the navigation is controlled by the speed on 
either side of the robot. This kind of robot has non-
holonomic constraints, which should be considered during 
path planning. The kinematical scheme of a mobile robot 
can be depicted as in Fig. 1, where v  is the velocity of the 
robot, lv  is the velocity of the left wheel, rv  is the velocity 
of the right wheel, r is the radius of each wheel, l  is the 
distance between the left and the right wheels, x and y  are 
the position of the mobile robot, and φ  is the orientation of 
the robot. 

This type of robot can be described by the 
following kinematics equations: 
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The non-holonomic restriction for model (1) is     
 

0sincos =− θθ xy &&                              (2) 
 
       According to the motion principle of rigid 

body kinematics, the motion of a mobile robot can be 
described using equations (1) and (2), where lω  and rω  are 
the angular velocities of the left and right wheels 
respectively, and ω  is the angular velocity.  

 
The left and a right velocity of robot: 
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Combining (2) with (3) we can obtain: 
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III. CAMERA MODEL 

Calibration is a heavily worked on area in vision 
because it is necessary to estimate 3D distance information 
contained in an image. It allows to model mathematically 
the relationship between the 3D coordinates of an object in 
a scene and its 2D coordinates in the image [16]. 
 

The parameters of the camera are classified in two 
categories, internal parameters which define the properties 
of the geometrical optics and the external parameters 
which define position and orientation of the camera. More 
specifically, the camera calibration consists of determining 
the intrinsic parameters and the extrinsic parameters 
[17,18]. The model of the camera is presented in fig.2. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2. Camera modele 

 
A. Intrinsic parameters 

Intrinsic parameters of the camera define the scale factors 
and the image centre.  
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vu KK ,  represent the horizontal and vertical scale factor, f 
represent the focal length and  0u , 0v  represent the image 
centre. 
 
B. Extrinsic parameters  
 
Which define the homogenous transformation from the 
world to the camera frame given by the matrix A. 
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Fig. 1. Geometric description of the mobile robot 



The matrix A is a combination of rotation matrix R and 
translation matrix T from to the world frame to the camera 
frame. 
The transformation from the world to the image frame is 
given by the matrix M. 
  

AIM c=                                 (8)      
 
We can write: 
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In this equation (X,Y,Z) are the coordinates of a point B in 
the world frame and (u,v) are the image coordinate of the 
projected point B .       

IV. FEATURES DETECTION AND TRACKING 
The features found and tracked by this algorithm are the 

Haaris corners [19]. We have also implement the technique 
of the “Good Features to Track” developed by [20]. These 
two detectors are based on the correlation matrix 
computation Cw in the window w of the whole image. 
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The features 1−t

if  found using corner detection algorithm in 
the image I t-1 are used to estimate ego-motion. However, 
once these features are detected, they are tracked using a 
pyramidal implementation of the Lukas Kanade optical flow 
method [21] to find the corresponding features t

if location 
(ui, vi) in the image I t. The goal of feature tracking is to 
minimize the residual function ε defined as follows: 
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This algorithm has two major important benefits: 

- Robust to fairly large displacement due to the 
pyramidal structure. 

- Faster than a standard optical flow, because it 
begins to process the small image than the bigger. 

The detection-tracking of the feature are done between two 
successive images. 

V. EGO MOTION  ESTIMATION  
We have studied two different models, affine given by eq 
(12) and perspective models given by eq  (13). For the first 
one, the compensation of changing scale factor was 
impossible; on the other hand, by using the second 
transformation, we were able to compensate this change.  
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One the matching between features (f t-1, f t) is done, the 
parameters hij of the transformation model is estimating by 
least square or SVD method.  
The Levenberg-Marquardt and iterative Gauss-Newton 
optimisation are used for the non-linear transformation [22]. 
Nevertheless, that technique could be biased [23] when (1) 
the method can deal neither with outliers (mismatched 
points) nor with nonrigid scenes (scenes that contain both 
static and moving objects), and (2) the method minimizes an 
algebraic distance and hence it gives poor results for badly 
conditioned data. 
 
Fig.3. presents the warping results (blue quadrangle) by 
applying the perspective transformation. The black 
rectangle represents the first image before warping, and the 
blue one represent the warped image. 
 

 
(a)                (b)                (c)               (d) 

 
Fig.3. The main image-to-image homography 

transformation: (a) horizontal linear scale factor changing, 
(b) horizontal and vertical translation, (c) rotation, (d) 

constant scale factor changing +rotation. 
 

Therefore, our motion estimation scheme must be robust 
enough to estimate the correct motion.  
For the experiments reported in this paper the model of the 
Homography is represented by 3x3 matrix defined up to a 
scale factor. 
This Homography H (planar transformation) performs a 
feature to feature mapping between the homogeneous 
coordinates of the image x2, x1, such that x2 = H · x1, Fig.4. 
shows the accuracy and degree of freedom of the ego-
motion changing. 
This transformation between two images planes has eight 
degrees of freedom (h33=1), hence it can compensate a good 
number of a camera motion.  
 
For k features points detection, we have a system of 2k 
linear equations: 

x 

y 
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With (x1, y1) are the first coordinate of the feature in the 
image I(t-1), and (x2, y2) the coordinate of tracked feature in 
the image I(t), k is the total number of features. 
At least, the estimation of H requires four best features to 
solve (1), in the next section we will describe the manner to 
select them. 
 

 
Fig. 4. Accuracy increases with the complexity of the 

transformation model. 

VI. FEATURES SELECTION 
The optimal transformation contains inherent error since 
some of the feature correspondences used to estimate the 
transformation lie on moving objects with motion 
independent from the camera. 
Those features (outliers) should be eliminated from the 
feature set before the final Homgraphy is computed, we 
apply: 
 

1. Compute the initial Homography using the full 
feature set S 

2. Apply the following criteria  : 
( )
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Re-compute the new Homography using only the set  Si 
For the partioned features set, we paint the set Sin by green, 
and Sout by red. TABLE I (a) 
Therefore, the ego-motion of the vehicle can be re-estimated 
accurately and robustly by using this selection method. 
Other robust selection techniques are investigated to filter 
out matching outliers. A variant of least-median-square 
(LMedS) [24] and random sample consensus (RANSAC) 
[12, 13], both method are based on the outlier rejection 
strategy. More description of these algorithms can be found 
in [24]. 
 

VII. INDEPENDENT MOTION DETECT 
To detect motion of the moving target, such as cars, trucks, 
the system uses the fast frame differencing method. Image 
I(t-1) is converted using the Homography before being 
subtracted by the image I(t).so for each pixel (x, y): 
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The difference image between two consecutive frames is 
performed by: 
        ( ) ( ) ( )yxIyxIyxI comp

tt
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In reality the result image Idiff, is noisy by a salt-and-pepper 
noise, in order to eliminate it, images are convolving with 
3x3 Gaussian mask.  

VIII. TARGET TRACKING USING THE PARTICLE FILTER 
 

The main feature of Particle Filter is Bayesian 
inference, which recursively estimates a posterior density of 
the object’s state: 
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The particle filter generate a set of weighted particles at 
time t, { } Nis t

i
t
i ..1,, =π , where i

ks  represents the ith 
observation (given by eq. 20) of the object state at time k, 

t
iπ  is the probability (the importance weight) for t

is  to be 
the moving object and N  is the maximum number of 
particles. 
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The motion model is defined as: 
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Where Ts is a time interval. 
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The nm×  mask should be big enough so that salt-and-
pepper noise is eliminated. 
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As shown in eq (22) and (23) only the position information 
of the motion data is used to evaluate particles. A model of 
these forms a design variable: σ. the choice of these 
variables determines the sensitivity of the filter to the 
measurements. The stapes of the particulate filter are 

Ego-motion accuracy + degree of freedom 

Euclidean 
Homography 
2 dof 

Affine 
Homography 
6 dof 

Perspective 
Homography 
8 dof 

(15) 



presented in tab 1, Fig 5 shows the output of the particle 
filter in indoor environment.   
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Table 1 particular filter algorithm 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Fig 5 Particle filter tracking: The positions of particles are 
represented by small green dots, and the Yellow Cross 

shows the truth position of the moving target. 
 

IX. 3D TARGET LOCALIZATION    
 

Depth calculates from a pair of stereoscopic 
images it is necessary to find the matched corresponding 
points between the left and right images. 

 
A. MATCHED CORRESPONDING 
 

The goal is to put in correspondence two pixels 2D 
(right-hand side and left) corresponding to the same point 
3D. To guarantee good performances, the rectification and 
correction of the distortions are essential for a taking into 
account of the horizontal epipolar lines. We present in this 
part the criteria to be implemented to decide that pair of 
primitives left/right is correct or not. We will develop three 
types of constraints. In the first constraint, they will be the 
epipolar constraints. A second type of constraints will 
enable us to validate compatibility between two pairings 
satisfying the first type of constraints. They are the 
constraints of order, and unicity. And the last type of 
constraint is the constraint of maximum disparity. The Fig 6  
illustrates well the process adopted for pairing. The 
correspondent of a pixel ( )LL YX ,  in the rectified left image, 
and a pixel ( )LRR YYX =, being on the same line (epipolar 
constraint) in the rectified right image. The value of the 
component RX  is found by calculating the values of 
correlation (eq 24) on the same horizontal line epipolar 
( )RL YY = delimited by MAXL DX + and LX which are the 
pixel of a point being on a maximum distance from the 
stereoscopic bench and the pixel in the left image.  
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Once the values of correlation are calculated by 

using (eq  24), we fixes a threshold and we record the values 
of the pixels RX  whose correlation is higher than the fixed 
threshold. Finally, the point corresponding RX  is calculated 
by making the average. 

 
 
 
 
 

(a) Indoor environnement   
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Fig 6 The principle of matched corepending 
 

B. TRIANGULATION 
 
If we places in the case of the three dimensional 

rebuilding, and if the point ( )ll
l yxP ,  of the left image at 

summer put in correspondence with the point ( )rr
r yxP ,  of 

the right image, using the eq (9) we have:  
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Fig.7. geometry of the stereoscopic camera  
 
The coordinate X,Y and Z of the point P  rebuilt in 

the calibration frame, are calculated by solving a linear 
system of four equations. The equation (25) can be written 
by: 
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The system of equation (26) can be rewritten in the form: 
 

WPE =                                      (27) 
 
We can solve the equation (27) using the least squares 
method: 

( ) WEEEP tt=                                   (28) 
 
We can also rebuilt the point P in the left camera frame 
using the intrinsic parameters matrix of the left and right 
camera clI , crI .  The coordinates gX , gY  and gZ  of the point 
P are given by [25]: 
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By making a translation along the Y  by 
2
b , the 3D 

coordinate of the target centre can be calculated in the frame 
located between the two camera left and right as is shown in 
fig.7. Thus the equation (29) becomes: 
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Thus we can calculate the distance which separates the 
mobile robot and the target, which are given by the 
following equation: 
 

22
gg ZYd +=                                                 (31) 

The angle of deviation is given by: 
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Fig 8. Global Moving human detection and localization 
algorithm. 

 
 

X. VISUAL CONTROL OF THE MOBILE ROBOT 
 

In this section we describe the four different robot 
controllers, that have been integrated in our tracking control, 
the following figure illustrate the case of our application 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig 9. Placement the frames of the mobile robot equipped 
with a stereoscopic camera 

 
 
A. Complete system design and hardware 

 
One Pioneer wheeled robot was used in our 

experiment, we mounted a Bumblebee2 stereoscopic 
camera, which was operated at a resolution of 320×240 
pixels, and it contains embedded computer with a CPU of 
1.6 GHZ, the system was implemented in C++ with the 
openCv library of image processing [26] and the ARIA 
software development environment [27] running in 

windows XP operating system. It operated in real-time, with 
a calculation period of (0.08-0.09s).  

 
Classical proportional controller 
 
The control law proposed is defined as follows: 
       The forward velocity v  is calculated by:  
 

( )ddkv d −= 1                                                    (29) 
 

dd  Is the desired distance between the leader and the 
follower mobile robot.  
          The angular velocity is proportional to ϕ  angle: 
 

ϕω 2k=                                                             (30) 
 
The resulting closed-loop system is then described by the 
following equation: 
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Fig 10 Pioneer 3AT mobile robot used in our 
Experimentations. 



EXPERIMENTAL RESULTS  
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Fig 11  Moving object tracking from mobile robot in indoor environment 
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Fig 12  Snapshots of a pioneer3AT robot following a human 

 
XI Discussion and conclusion 

 
To illustrate the efficiency of the proposed 

tracking controller, we note that the relative distance 
between the target and the follower robot is maintained 
constant with the desired distance (dd=2000mm), the 
control actions such as the linear and the angular 
velocities are calculated by our classical controller and 
sent to the follower robot. 
 

The performance of the tracking algorithm was 
evaluated by comparing with the positions of manually 
tracked objects. For each sequence of frames, the region 
of moving objects were marked manually (Yellow cross), 
the position of each particle is marked with green dots and 
used as ground truth. Fig 5 shows this evaluation process, 
the process of tracking the person in the indoor 
environment is shown in fig (11).  
 
The figure 12, shows The snapshots of the robot 
following a person successfully during the visual tracking.   
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