
 

 

Abstract: Short Term Load Forecasting (STLF) has always 
been the most critical, sensitive and accuracy demanding 
factor of the Electricity Markets. An accurate STLF not only 
improves the system’s economic viability but also its safety, 
stability and reliability. The current research supports the 
argument of hybrid approach whereby the complementary 
strengths of different intelligent techniques are combined to 
offer a better and complete solution to the problem of 
accurate STLF. This paper presents a very simple Artificial 
Intelligence (AI) based formulation for STLF combined with 
statistical techniques. The methodology basically uses the 
clustering technique of data mining and combines it with the 
curve fitting technique. The proposed framework is detailed 
as follows: to forecast the load of a given day, the forecast 
day and the similar days (all Mondays for Monday and 
likewise) of the forecast day, selected from the previous two 
years history data are clustered using the k-medoids 
clustering algorithm based on their similarity of weather 
variables i.e. temperature and humidity. Novelty is still 
introduced in the method by finding the curve fitting 
constants from the cluster matrix containing the forecast 
day. The load forecast for the forecast day is then carried 
out using the curve fitting equation. The zest of the entire 
work is that clustering amalgamates the very similar days 
of the forecast day in one cluster and curve fitting technique 
further encapsulates the total correlation of load and 
weather variables of the similar days in the cluster, hence 
enhancing the forecast efficiency. As two years data is good 
enough to capture the impact of weather variables on the 
load, the technique has been very successful for all days and 
all seasons load forecast. The STLF has been carried out 
using the technique for a real-time data of one year with a 
history data of two years and the results of all seasons have 
been found to be very satisfactory. A comparative result 
analysis has been done for the proposed technique with the 
Weighted Euclidean Norm based Similar Day with Fuzzy 
Logic Technique and Weighted Euclidean Norm based 
Similar Day Evolutionary Particle Swarm Optimization 
(EPSO) optimized Fuzzy Technique. The proposed 
technique shows improved performance in comparison to 
the others.  
 
The results have been quite encouraging with the Mean 
Absolute Percentage Error (MAPE) for most of the days less 
than 3.0%. 
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1. Introduction 

Load forecasting, or demand forecasting, is the 
process of predicting the amount of electricity demand 
across a region and/or a transmission network over a 
specified period of time. Long before the introduction 
of electricity markets, load forecasting had been 
exhaustively explored and formulated for short term 
and medium-term planning. Accurate load forecasting 
enhances the function of security control such as 
efficiently schedule spinning reserve allocation. Bunn 
[1] reported that 1% increase in the forecasting error 
leads to an increase of £10 million operating cost per 
year. Thus, to obtain economic, reliable and secure 
operation of the power system, accurate and timely 
forecasts are highly needed. With the recent move 
towards deregulation in the electricity industry, STLF 
and Very Short-Term Load Forecasting (VSTLF) 
became more important and are constituent to the spot 
market. Based on the forecasting period, load 
forecasting can be categorized into: Long Term Load 
Forecasting (LTLF) (up to 20-year period), Medium 
Term Load Forecasting (MTLF) (2-year period), 
STLF (30-minute period to one day to one-week 
period) and VSTL forecasting (5-minute period). Each 
of these classes focuses on different criteria to 
consider. 

The most important factors for STLF include the 
day of the week, temperature, seasonal effect and 
humidity [1-3]. MTLF takes into consideration some 
Macro Economic indicators such as Consumer Price 
Index and the Average Salary Earning or Currency 
Exchange Rate [4]. In LTLF, influencing factors 
include economic aspects, political and industrial 
development degree [3].  

Traditional STLF methods include Classical 
Multiply Linear Regression, Automatic Regressive 
Moving Average (ARMA), Data Mining models, 
Time-Series models and Exponential Smoothing 
models [5-13]. Similar-Day approach and various 
Artificial Intelligence (AI), based methods have also 
been applied [4, 5, 7, 14] to STLF. However, these 
models take long computational time and have some 
deficiencies in the case of the load changes taking 
place abruptly. Evolutionary and Behavioural Random 

Babita JAIN 
Dept. of Electrical and Electronics Engineering, Dadi Institute of Engineering and Technology, Anakapalle, India 

Email: jain.babita@gmail.com 
Amit JAIN 

Joint Director, Central Power Research Institute, Bengaluru, Karnataka, India 
Email: dramitjain06@gmail.com 

A HYBRID CLUSTERING BASED FORMULATION OF SHORT TERM 
LOAD FORECASTING USING CURVE FITTING 



 

Search algorithms such as Genetic Algorithm (GA) 
[15-17], Particle Swarm Optimization (PSO) [18, 19], 
etc. have been previously implemented for different 
problems. In spite of its successful implementation, 
GA does pose some weaknesses such as longer 
computation time and premature convergence 
accompanied by a high probability of entrapment into 
the local optimum [20, 21]. 

Feed forward Neural Net structures like Multi-Layer 
Perceptron, Functional Link, Wavelet, Recurrent or 
Feedback Structures like Hopfield, Elman, Multi 
Feedback and Hybrid structures using Fuzzy Neural 
Networks have been widely proposed for non-
stationary forecasting applications [22]. But in STLF, 
actual load data put forth many challenges to design a 
Predictive Neural Network. Prominent of these 
challenges are, data pre-processing, input parameter 
selection, type of neural net structure selection and 
training algorithm selection. Computational 
complexity, which is important for real time 
implementation of algorithms in power systems, is 
dependent on the structural complexity and the 
training algorithm. There also exist large forecast 
errors using ANN method when there are rapid 
fluctuations in load and temperatures [4, 23]. In such 
cases, forecasting methods using Fuzzy Logic 
approach have been employed. Fuzzy Logic allows 
one to (logically) deduce outputs from fuzzy inputs 
and in this sense fuzzy logic is one of a technique for 
mapping inputs to outputs. S. J. Kiartzis et al [24], V. 
Miranda et al [25], and S. E. Skarman et al [26] 
described applications of Fuzzy Logic to electric load 
forecasting as well as many others [27-29].  

Off late data mining techniques have been 
significantly used in STLF. Especially the Clustering 
Technique of Data Mining has been vastly used [30-
33] to group the history data in STLF. Literature 
survey also brings to light that clustering has been 
successfully combined with several other variants of 
AI for accurate STLF. PSO optimized Clustering [34], 
Clustering combined with Support Vector Machines 
[35, 36], Hybrid Clustering [37], ANN based 
Clustering [38], Wavelet Technique Supported 
Clustering [39] and Fuzzy Clustering [40] are few 
areas where AI based Clustering was implemented for 
STLF. The idea of the current research tends to 
combine these techniques to create a hybrid method, 
making the most of the strengths of each technique. 
This paper focuses mainly on four practical methods 
for load forecasting namely, Similar Day Approach 
combined with Fuzzy Theory, and Data Mining 
Approach combined with Regression modeling. 

Furthermore, the paper also identifies the important 
parameters in forecasting hourly load. The discussion 
serves as a point of departure for a research in 
developing Data Mining Model for STLF.  

In this paper, we propose a new approach for the 
STLF that combines the strengths of Clustering and 
the Statistical Technique of Curve Fitting. The basic 
idea of the paper is to cluster the history data 
containing the hourly load and weather variables using 
the k-medoids clustering technique and then forecast 
the hourly load from the cluster containing the forecast 
day using the curve fitting technique. The history data 
considered for clustering contains the dataset with all 
the similar days of the forecast day (past Mondays if 
the forecast day is a Monday) of past two years.  

The paper is organized as follows: Section II deals 
with the parameter identification for STLF and the 
overall methodology; Section III explains the 
Clustering and Curve Fitting based formulation and 
implementation; Section IV deals with the methods 
used for comparison: Weighted Similar Day based 
Fuzzy Logic approach for STLF and EPSO tuned 
Weighted Similar Day Fuzzy Inference System (FIS) 
for STLF; Section V presents comparative study of 
simulation results of the three proposed forecasting 
methodologies followed by conclusions in Section VI. 

 
2. Parameter Identification and Basic 

Methodology of STLF 
A range of factors affect the electricity demand of a 

place, locality and a country. The analysis on the 
annual load and weather data helps in understanding 
the variables which affect the load. The data analysis 
is carried out on data containing hourly values of load, 
temperature, and humidity of 3 years. In the analysis 
phase, the load curves are drawn and the relationship 
between the load and weather variables is established 
[41]. Also, the correlation between the same days (all 
Mondays, all Tuesdays and so on) load curves has 
been analyzed.   

Good understanding of the impact of weather 
conditions, like Temperature and Humidity on load 
demand can significantly improve the forecast 
accuracy. 
A.  Temperature 

Temperature is the most important weather 
parameter that affects load consumption behavior. 
This has been proven by previous studies [42-45]. The 
inclusion of Temperature as one of the forecast criteria 
reduces forecast errors, since load consumption 
change is very sensitive to Temperature changes. 
Large load demand changes occur at the time with 



 

large Temperature rise and fall. A sudden drop or rise 
of Temperature is not unusual. Fig. 1 clearly indicates 
a raise in Average Load with increased Temperature. 

 

 
Fig. 1. Variation of Average Load with Average Temperature 

 
B.  Humidity 

As addressed in [46], Relative Humidity is also 
important influencing factor to load demand. In 
summer, for a given range of Temperature, Relative 
Humidity is significant in affecting the utilization of 
air conditioning. In winter, rain is very common, 
which directly affects heating and lighting load 
because rainfall is related to both Temperature and Sky 
Cover. Fig. 2 shows how the increased Average 
Humidity has a positive impact on the Average Load.  

 
Fig. 2. Variation of Average Load with Average Humidity 

C.  Day Type 
Another prominent factor to determine the shape of 

the load curve is the Calendar Date. Previous studies 
have attempted to divide days into different groups and 
have improved the performance of forecasting models. 
The patterns of weekdays are typically different from 
the ones of weekend. Thus, the basic classification 
falls in two groups: weekdays and weekend days [47, 
48]. Further, anomalous load condition periods such as 
holidays (e.g. Christmas, Easter), special sports events 
(e.g. Football, Cricket) and long weekends (a weekend 
followed by the Queen’s birthday) should be classified 
into another group [42]. Sometimes the load patterns 
of the days preceding the weekends and holidays are 

disturbed by the following day and therefore they 
should be treated with extra attention [45].  

Owing to all the above factors it has been 
understood that load of a Monday is similar to load of 
previous Mondays and load of a Sunday is similar to 
load of previous Sundays and the same holds good for 
all weekdays. Of course, the seasonal changes play a 
vital role even for the similar day’s selection. The data 
analysis done clearly indicates (Fig. 3 and Fig. 4) that 
the load curve similarity is more when considering the 
similar days of forecast day than when considering the 
previous days to forecast day. 

 

 
 

Fig. 3. Weekly Load Curve of Second week of January’96 
 

 

 
Fig. 4. Load Curves of all Saturdays of Jan and Feb’96 

D.  Time of the day 
It is common knowledge that electricity demand is 

usually higher during the day than at night. Peak load 
demand is generally associated with certain time of the 
day, when most of the events are going on. In [49], an 
auto-correlation analysis is applied to the historical 
load data and result shows that correlation of peak load 
demand occurs at the multiples of 24-hour lags, which 
indicates that loads at the same hours have strong 
correlation with each other. Hence the proposed STLF 
methodology considers the similar days on hourly 
basis only.  
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3. Clustering and Curve Fitting based 

Formulation of Short Term Load Forecasting  
This section presents the architectural details and 

implementation procedure of the Clustering and Curve 
Fitting based formulation for the proposed STLF. The 
initial stages involve building the history data set for 
clustering. Owing to the impact of temperature and 
humidity on the load and also similarity in the load 
curves of the forecast day and its similar days from 
history as discussed in Section I - C, the history data 
set is build using the vectors of similar days of past 
104 weeks taken from the 2 years of history data. Each 
vector comprises of the hourly temperature and hourly 
humidity. The data set to be clustered comprises of 105 
vectors i.e. 104 history days and 1 forecast day. Each 
of these vectors is specified as xi comprising of fit and 
fih, with i ranging from 1 to 105. fit represents the 
average hourly temperature and fih represents the 
average hourly relative humidity of the ith day.  This 
data set is clustered using the k-medoids clustering 
technique.  

 
A.  k-medoids Clustering Algorithm 

The k-medoids clustering algorithm derives its base 
from the famous k-means algorithm. k-means is one of 
the simplest unsupervised learning algorithms [50] 
that solve the well-known clustering problem. The 
procedure follows a simple and easy way to classify a 
given data set through a certain number of clusters 
(assume k clusters) fixed a priori. The main idea is to 
define k-centroids, one for each cluster. These 
centroids should be placed in a cunning way because, 
different locations cause different results. So, the 
better choice is to place them as much as possible far 
away from each other. The next step is to take each 
point belonging to a given data set and associate it to 
the nearest centroid. When no point is pending, the 
first step is completed and an early groupage is done. 
At this point we need to re-calculate k new centroids 
as barycenter’s of the clusters resulting from the 
previous step. After we have these ‘k’ new centroids, 
a new binding has to be done between the same data 
set points and the nearest new centroid. A loop has 
been generated. As a result of this loop we may notice 
that the ‘k’ centroids change their location step by step 
until no more changes are done. In other words, 
centroids do not move any more. 

Finally, this algorithm aims at minimizing an 
objective function, in this case a squared error 
function. The objective function is given below: 

J = ∑ ∑ ቛx୧
(୨)

− c୨ቛ
ଶ

୬
୧ୀଵ

୩
୨ୀଵ                (1) 

where ቛx୧
(୨)

− c୨ቛ
ଶ

is a chosen distance measure 

between a data point x୧
(୨)and the cluster center c୨, is an 

indicator of the distance of the n data points from their 
respective cluster centers. 

So far, we have only used Euclidean distance as a 
distance measure. However, when we have discrete 
multivariate data, or data that should not be clustered 
in circles, or data that is on different scales [51,52], as 
in our case where data is on different scales and is not 
to be clustered in circles Euclidean distance is not 
appropriate. Instead, we use the k-medoids algorithm, 
which does not require us to know the means, only 
distances between data points. 

 
The k-medoids algorithm is as follows: 
1. Initialization 

(a) Data is xଵ:୬ 
(b) Pick initial cluster identities mଵ:୩ 

2. Repeat 
(a) Assign each data point to its closest center, 
z୬ = argmin୧஫ଵ…..୩d(x୬, m୧)                      (𝑎) 

(b) Find a data point in a cluster that is closest 
to the other data points in the cluster, 

i୩ = argmin୬:୸౤ୀ୩ ෍ d(x୬, x୫)   (𝑏)
୫:୸ౣୀ୩

 

(c) New cluster centers are set to the closest 
data points, m୩ = x୧ౡ

                                 (c) 
3. Until assignments zଵ:୬ do not change 
 
B. Implementation of K Medoids Algorithm 

In the proposed methodology there are 105 sample 
feature vectors x1, x2, ..., x105 all from the same class, 
with each vector having two dimensions: Hourly 
Temperature and Hourly Humidity and we know that 
they fall into k compact clusters, k < n. Let mp be the 
medoid of the vectors in cluster p. If the clusters are 
well separated, we can use a minimum-distance 
classifier to separate them. That is, we can say that x 
is in cluster p if || x – mp || is the minimum of all the k 
distances. Following the k medoids algorithm given 
above the hourly data set is clustered and finally the 
cluster ‘Cf’ comprising of ‘s’ vectors (‘s’ depends on 
the clusters formed) which also includes the forecast 
day is obtained [53,54]. The curve fitting technique is 
applied to this cluster to obtain the w, x and y constants 
which are then used to forecast the load of the forecast 
day. 

 



 

C.  Curve Fitting Technique Algorithm: 
The methodology that is developed for the STLF of 

load using the Curve Fitting method mainly considers 
the variation of load with the two main parameters we 
have already mentioned i.e. Temperature and Humidity 
(TH).  

The basic formulation of the curve fitting for the 
STLF is defined below: 

   𝑃 = 𝑤 + 𝑥. 𝑇 + 𝑦. 𝐻             (2) 
Above relation is defining the variation of the load 

with respect to the T and H (Temperature and 
Humidity) as main parameters [55, 56].  

 One of the most important weather factors that 
influence the load to a great deal be the temperature 
with its impact ranging at different levels during 
different seasons of any particular year.  

Getting in to the analytical approach of obtaining a 
well-defined relation between load and temperature, in 
this part the step by step formulation of short term load 
forecasting using only temperature (T) is given as: 

      P = w + x T                                             (3) 
Another vital factor that could never be ignored 

while considering the load variation with weather 
conditions is the humidity. The load variation with 
both (T and H) these factors taken in to account as 
shown below: 
              P = w + x T + y. H                                     (4)                                                   

where,  P is the Power in Watts 
T is the Temperature in o F 

H is the Relative Humidity % 
The curve fitting formulation of the load in terms of 

Temperature and Humidity is done as follows: 

∑𝑃 = 𝑤. 𝑁 + 𝑥. ∑𝑇 + 𝑦. ∑𝐻                      (5) 

∑𝑃. 𝑇 = 𝑤. ∑𝑇 + 𝑥. ∑𝑇ଶ + 𝑦. ∑𝐻. 𝑇                    (6) 

∑𝑃. 𝑇. 𝐻 = 𝑤. ∑𝑇. 𝐻 + 𝑥. ∑𝑇ଶ. 𝐻𝑦. ∑𝐻ଶ. 𝑇          (7) 

where,  

∑P is the sum of hourly load of the considered dataset 

N is the total number of vectors of the considered 

dataset 

∑T is the sum of hourly temperatures of the considered 

dataset 

∑ H is the sum of hourly relative humidity’s of the 

considered dataset 

Other terms in the above equations can be 
understood with a similar ontology. 

From (5), (6) and (7) we get: 

  ൥

∑𝑃
∑𝑃𝑇

∑𝑃𝑇𝐻
൩    =      ቎

𝑁 ∑𝑇 ∑𝐻

∑𝑇 ∑𝑇ଶ ∑𝐻𝑇

∑𝑇𝐻 ∑ 𝑇ଶ𝐻 ∑𝐻ଶ𝑇

቏ ൥

𝑤
𝑥
𝑦

൩(8) 

൥

𝑤
𝑥
𝑦

൩  =  ቎

𝑁 ∑𝑇 ∑𝐻

∑𝑇 ∑𝑇ଶ ∑𝐻𝑇

∑𝑇𝐻 ∑ 𝑇ଶ 𝐻 ∑𝐻ଶ 𝑇

቏

ିଵ

൥

∑𝑃
∑𝑃𝑇

∑𝑃𝑇𝐻
൩        (9) 

Hence, 𝑃௙௢௥௘௖௔௦௧௘ௗ = 𝑤 + 𝑥. 𝑇 + 𝑦. 𝐻                 (10) 

D.  Implementation of Curve Fitting Technique for 
STLF: 
      For the implementation of the Curve Fitting 
technique for STLF the cluster ‘Cf’ consisting of ‘s-1’ 
vectors, excluding the forecast day vector is 
considered. For these ‘s-1’ vectors the Hourly Load 
dimension of each vector is also considered in addition 
to the Hourly Temperature and Hourly humidity. This 
cluster of ‘s-1’ vectors form the dataset on which the 
Curve Fitting technique is implemented. Using the (9) 
the w, x and y constants are obtained and the Hourly 
Load of a given forecast day is obtained using (10). 
 
4. Bird’s eye view of the proposed methodology 

for STLF: 
The history dataset consists of the hourly load, 

hourly temperature and hourly humidity data of the 
years 1995 and 1996. The hourly load forecasting is 
done for all the days of 1997 using the proposed 
methodology. Basically, for forecasting a particular 
day’s load, its hourly load is forecasted. Suppose the 
load forecast for first hour of Jan 1’97 is to be done: it 
being Wednesday the 104 previous Wednesdays’ first 
hour temperatures and humidity data from the 
previous two years 1995 and 1996 form the input 
dataset for the clustering section of the proposed 
methodology. Hence the dataset for clustering consists 
of 105 vectors (including the forecast day since the 
forecast day hourly temperature and humidity are 
known). Clustering of the dataset is performed using 
the k-medoids clustering algorithm to obtain the 
cluster ‘Cf’ containing the forecast day with total of ‘s’ 
vectors. This dataset excluding the forecast day vector, 
consisting of ‘s-1’ vectors form the input for the curve 
fitting technique to obtain the w, x and y constants and 
finally the hourly load forecast of first hour of Jan 1’97 
is done using (2). 

The same procedure is repeated for all 24 hours of 
Jan 1’97 and for all days of Jan’97 and then for all 
months of the year 1997. The objective function 
considered for testing the accuracy of the proposed 
methodology is the Mean Absolute Percentage Error 
(MAPE). MAPE is defined as the forecast results 



 

deviation from the actual values which is defined as in 
the (11). 

𝑀𝐴𝑃𝐸 =
1

𝑁
෍

ห𝑃஺
௜ − 𝑃ி

௜ ห

𝑃஺
௜

ே

௜ୀଵ

× 100                            (11) 

PA, Pf are the actual and forecast values of the load. N 
is the number of the hours of the day i.e. 24 and i = 1, 
2,.…,.24. 

5. Methods Used for Comparison 
A.  Similar Day based FIS for STLF 

One of the methods used for the result comparison 
is the similar day based Fuzzy Inference System for 
Short Term Load Forecasting and it is discussed in this 
section. In this method initially, a set of five similar 
days to the forecast previous day are selected from the 
history data based on the Weighted Euclidean 
Distance norm given by (12). 

𝐸𝑁 = ට𝑊ଵ(∆𝑇௠௔௫)ଶ + 𝑊ଶ൫∆𝐻௔௩௚൯
ଶ

+ 𝑊ଷ(∆𝐷)ଶ        (12) 

where 
∆𝑇௠௔௫𝑖𝑠 𝑔𝑖𝑣𝑒𝑛 𝑏𝑦 (𝑇௠௔௫ − 𝑇௠௔௫

௣
) 

∆𝐻௔௩௚𝑖𝑠 𝑔𝑖𝑣𝑒𝑛 𝑏𝑦 (𝐻௔௩௚ − 𝐻௔௩௚
௣

) 
∆𝐷 𝑖𝑠 𝑔𝑖𝑣𝑒𝑛 𝑏𝑦 (𝐷 − 𝐷௣) 

where, 𝑇௠௔௫  and 𝐻௔௩௚  are the forecast day 
maximum temperature and average humidity 
respectively. Also, 𝑇௠௔௫

௣ and 𝐻௔௩௚
௣ are the maximum 

 temperature and average humidity of the searched 
previous days, 𝐷 and 𝐷௣ are  the day type values of 
the forecast day and the searched previous days and 
𝑤ଵ, 𝑤ଶ, 𝑤ଷ are the weight factors determined by least 
squares method based on the regression model 
constructed using historical data given (13). 

         
𝐿௣௘௔௞

௧ = 𝑤଴ + 𝐿௣௘௔௞
௧ିଵ + 𝑤ଵ𝑇௠௔௫

௧ + 𝑤ଶ𝐻௔௩௚
௧ + 𝑤ଷ𝐷௧      (13) 

 
Once the five similar days are obtained, they are 

used to generate five correction factors using the 
Fuzzy Inference System developed as follows: 

The formulation of the developed Fuzzy Inference 
System comprises of three input membership 
functions with membership limits a1…a6:∆𝐸௅ , ∆𝐸் , 
∆𝐸ு , average load difference, average temperature 
difference and average humidity difference 
respectively of the forecast previous day and its 
selected similar days and one output membership 
function i.e. the correction factor as shown in the Fig. 
5. The limits of all these membership functions are 
initially fixed using the history data.  

The membership function of an inferred fuzzy 
output variable using a fuzzy centroid defuzzification 
scheme translates fuzzy output statements into a crisp 
output value, Wk using the firing strength µi and the de-
fuzzification coefficient αi of the fuzzy rule applicable to 
the input data. 

2 7 2 7

1 1

/k k
k i i i

i i

W   
 

                               (14) 

The output value is expressed by Wk which is the 
correction factor for the load curve on the kth similar 
day to the shape on the forecast day. Now the five 
similar days of the forecast day are found using the 
same methodology explained above. Wk is applied 
to each similar day and corrects the hourly load curve 
on similar days. The forecast day load curve L (t) is 
then given by averaging the corrected loads on similar 
days. 

k
1

1
( ) (1 ) ( )

N
k
s

k

L t W L t
N 
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                        (15) 

where Ls
k(t), is the load at t 'o clock on the k th 

corrected similar day, N is the number of similar days 
and t is hourly time from 1 to 24. Few example FIS 
rules are given in Table I. 

 
TABLE I 

FEW FUZZY RULES OF THE INFERENCE SYSTEM 
Rule No EL ET EH Output Value 

R1 H H H PVB (Positive Very 
Big) 

R7 M M H PB2 (Positive Big 2) 

  R14 M M M ZE (Zero Error) 

   R23 L L H NB1 (Negative Big 1) 

 
 

 
 

Fig. 5. Overview of the fuzzy inference system 
 

Input 1 ∆EL - Trapezoidal 
membership function                    

Limits: a1- a2

Input 2 ∆ET - Trapezoidal 
membership function       

Limits: a3- a4

Input 3 ∆EH - Trapezoidal 
membership function 

Limits: a5- a6

Fuzzy inference 
engine

Type:

Mamdani

Output correction 
factor - Triangular 

membership 
functions         

Limits: -0.3 - 0.3



 

B.  Similar Day based EPSO tuned FIS for STLF 
The second method used for the comparison of 

results is the extension of the previous method. In this 
case the Evolutionary Particle Swarm Optimization 
technique is used to optimize the input membership 
function limits a1…..a6, of the Fuzzy Inference 
System (FIS) using the history data. 

EPSO is a general-purpose algorithm, whose roots 
are in Evolutions Strategies (ES) [57-59] and in 
Particle Swarm Optimization (PSO) [60] concepts. 
The EPSO technique, a new variant in the meta-
heuristic set of tools, is capable of dealing with 
complex, dynamic and poorly defined problems that 
AI has problem with, has an advantage of dealing with 
the nonlinear parts of the forecasted load curves, and 
also has the ability to deal with the abrupt change in 
the weather variables such as temperature, humidity 
and also including the impact of the day type. 
According to a thorough literature survey performed 
by authors, any application of EPSO to STLF has not 
been reported in literature as of today. 

The idea behind EPSO [59] is to grant a PSO 
scheme with an explicit selection procedure and with 
self-adapting properties for its parameters. The 
variables in an EPSO formulation are divided, 
according to the vocabulary used in the Evolution 
Strategies community, composed of object parameters 
(the X variables) and strategic parameters (the 
weights w). At a given iteration, consider a set of 
solutions or alternatives that we will keep calling 
particles. A particle is a set of object and strategic 
parameters [X, w]. The general scheme of EPSO is the 
following: 
Replication - each particle is replicated r times 
Mutation - each particle has its weights w mutated 
Reproduction - each mutated particle generates an off 
spring according to the particle movement rule 
Evaluation - each offspring has its fitness evaluated 
Selection - by stochastic tournament or elitist 
selection, the best particles survive to form a new 
generation 

The particle movement rule for EPSO is that given 
a particle 𝑥௜, a new particle 𝑥௜

௡௘௪ results from 
𝑥௜

௡௘௪ = 𝑥௜ + 𝑣௜
௡௘௪                                                      (16) 

𝑣௜
௡௘௪ = 𝑤௜଴ ∗ 𝑣௜ + 𝑤௜ଵ ∗ (𝑏௜ − 𝑥௜) + 𝑤௜ଶ ∗ ൫𝑏௚

∗ − 𝑥௚൯  (17) 

This formulation is very similar to classical PSO – 
the movement rule keeps its terms of inertia, memory 
and cooperation. However, the weights, taken as 
object parameters, undergo mutation which is not the 
case with PSO: 

𝑤௜௞
∗ = 𝑤௜௞ + 𝜇𝑁(0,1)                                                 (18) 

where N (0, 1) is a random variable with Gaussian 
distribution, 0 mean and variance 1. 

The global best 𝑏௚ is randomly disturbed to give: 

𝑏௚
∗ = 𝑏௚ + 𝜇ᇱ𝑁(0,1)                                                   (19) 

The logic behind this modification from PSO is the 
following: a) if the current global best is already the 
global optimum, this is irrelevant; but b) if the 
optimum hasn’t yet been found, it may nevertheless be 
in the neighbourhood and it makes all sense not to aim 
exactly at the current global best – especially when the 
search is already focused in a certain region, at the 
latter stages of the process. 

The µ, µ’ are learning parameters (either fixed or 
treated also as strategic parameters and therefore 
subject to mutation-fixed in the present case). This 
scheme benefits from two “pushes” in the right 
direction: the Darwinist process of selection and the 
particle movement rule; therefore, it is natural to 
expect that it may display advantageous convergence 
properties when compared to ES or PSO alone.  

 
A.  EPSO implementation for FIS optimization 

Optimization of the fuzzy parameters a1......a6 is 
done using the EPSO. For the data set considered the 
fuzzy inference system has been optimized for six 
parameters (maxima and minima of each of the input 
fuzzy variable EL, ET, EH), considering 49 particles. 
Hence each particle is a six dimensional one. The 
initial values of the fuzzy inference system are 
obtained by using the history data set. These values are 
incorporated into the FIS to obtain the forecast errors 
of forecast previous month (in the example case 
forecast previous month is June ’97).  

The EPSO tuner function accepts the training data 
i.e. 120 days, and the objective is to reduce the RMS 
MAPE error of the 30 forecast days (June ’97) using 
the 90 days history data (May 95, 96 and 97). The 
MAPE is taken as the fitness function and the EPSO 
tuner is run for 50 iterations (by then the RMS MAPE 
is more or less fixed and comes less than 3%). After 
every iteration, the EPSO tuner updates the latest 
particle position using the optimizer equations based 
on the PBest and Gbest of the previous iteration if the 
fitness function value is better than the previous one. 
The parameters thus obtained after the EPSO 
optimization are the final input parameters of the 



 

designed FIS. These fuzzy parameter values are set as 
the input parameter limits of the FIS and this FIS is 
used to forecast the load of the current forecast month 
(in the example case current forecast month is July 
’97).  

 
B.  Forecast of current forecast month load 

The data of the current forecast month (Example: 
July1 to July30) is taken as the testing dataset for the 
problem at hand. The short-term load forecasting for 
the month of July is now done using the FIS optimized 
by the EPSO i.e. EPSO-FIS. The five similar days are 
selected from the history 90 days (for July1’97 the 
history 90 days are June’97, June’96, June’95) of the 
forecast day and the hourly correction factors to these 
similar days are obtained by the five similar days of 
the forecast previous day (for June 30 the previous 90 
days are May31 to June 29 of 97, 96 and 95) and the 
EPSO-FIS. These five correction factors are then 
applied to the five similar days of the forecast day and 
the average of the corrected five values is considered 
as the load forecasting for each hour. The same 
procedure is done for all the 24 hours of the day. The 
same procedure is followed for all days of July i.e. Jul 
1 to Jul 30.  

The MAPE is calculated for each day of the 30 days 
of forecast of the Jul data (using the actual hourly 
values and the forecast hourly values). The MAPE is 
less than 0.03 for maximum days of forecast of the Jul 
month. The FIS is formulated and optimized for every 
month of 1997 using the same methodology and is 
then implemented for the load forecasting of all the 
months of 1997 year. The results obtained for the 
STLF using EPSO-FIS have been quite satisfactory. 

 
6. Comparative Simulation Results 

This section of the paper deals with detailed analysis 
and possible outcomes of the results of the carried 
research work. The performance of the proposed 
clustering and curve fitting based STLF is compared 
with the earlier works of the authors, Similar Day 
Based FIS and Similar Day based EPSO tuned FIS 
which is tested by using the 38 months data, Nov’94 
to Dec’97 of a real data set. The clustering, curve 
fitting and EPSO implementation has been done using 
the MATLAB coding and the Fuzzy Inference System 
has been developed using fuzzy logic toolbox 
available in MATLAB and load forecasting is done for 
the all days of all months of the year 1997. 

The Table II gives the various fuzzy parameter 
limits obtained for the Similar Day FIS and EPSO 
tuned FIS used for the STLF. Table III gives the 

values of various parameters used in the EPSO 
algorithm. 

TABLE II 
PARAMETERS OF MEMBERSHIP FUNCTIONS OF FUZZY 

VARIABLES 
Parameters of 
Membership 

(a1, a2)   (a3, a4)   (a5, a6) 

Values for Fuzzy 
Stand Alone 

(-1000,1000)   (-20,20)  (-20,20) 

Values for EPSO 
Optimized FIS 

(-1959,6439) (-7, 17)  (-33,44) 

 
 

Parameters of 
membership 
functions of 

output variables 

(b1, b2, b3) (-0.3, -0.25, -0.2) 

(b3, b4, b5) (-0.2, -0.15, -0.10) 

(b4, b5, b6) (-0.15, -0.10, -0.05) 

(b5, b6, b7) (-0.10, -0.05,0) 

(b6, b7, b8) (-0.05,0,0.05) 

(b7, b8, b9) (0,0.05,0.1) 

(b8, b9, b10) (0.05,0.1,0.15) 

(b9, b10, b11) (0.1,0.15,0.2) 

(b10, b11, b12) (0.15,0.2,0.25) 

(b11, b12, b13) (0.2,0.25,0.3) 

 
TABLE III 

PARAMETERS OF THE EPSO ALGORITHM 
Parameters  EPSO 

Population Size 49 

Number of 
Iterations 

20 

wi0
* (initial) 0.6 

wi1
* (initial) 0. 1 

wi2
* (initial) 0.3 

 µ=µ` 1.5 

Table IV, V and VI presents the forecast error in 
Mean Absolute Percentage Error for a week each in 
winter, spring and summer seasons respectively. This 
reflects the behavior of the developed techniques 
during seasonal changes. The index used for testing 
the performance of forecasters is the MAPE. The 
designed technique is used to forecast the week ahead 
forecast on an hourly basis. 



 

TABLE IV 
COMPARATIVE PERFORMANCE (WINTER, Feb. 06-12) 

Day 
Averag
e Load 
(MW) 

MAPE 
(%) 

Clusteri
ng-CF 

MAPE 
(%) 

EPSO-
Fuzzy 

MAPE   
(%)   

Fuzzy 
Alone 

Thursday 13977 2.111 1.775 2.876 

Friday 14193 0.105 3.183 4.317 

Saturday 13358 1.434 2.250 3.896 

Sunday 12744 1.169 4.443 4.831 

Monday 14408 0.012 3.702 4.126 

Tuesday 14621 2.040 2.078 2.978 

Wednesday 14524 2.100 1.599 2.453 

Average  1.281 2.719 3.640 
 
 

 
Fig. 6. Comparative chart showing accuracy of different 

approaches for winter 
 

TABLE V 
COMPARATIVE PERFORMANCE (SPRING, Apr 28 - MAY 

04) 

Day 
Averag
e Load 
(MW) 

MAPE 
(%) 

Clusteri
ng-CF 

MAPE  
(%) 

EPSO-
Fuzzy 

MAPE 
(%)    

Fuzzy 
Alone 

Monday 12748 2.141 4.899 5.413 

Tuesday 12406 0.564 1.661 2.098 

Wednesday 12300 0.001 1.431 2.732 

Thursday 12306 2.361 1.558 3.475 

Friday 12034 1.445 2.486 3.722 

Saturday 11090 1.137 2.764 2.980 

Sunday 10199 0.768 2.056 2.701 

Average  1.203 2.408 3.303 

 
Fig. 7. Comparative chart showing accuracy of different 

approaches for Spring/Fall 
 
 

TABLE VI 
COMPARATIVE PERFORMANCE (SUMMER, August 20-26) 

Day 
Averag
e Load 
(MW) 

MAPE 
(%) 

Clusteri
ng-CF 

MAPE  
(%) 

EPSO-
Fuzzy 

MAPE 
(%)     

Fuzzy 
Alone 

Wednesday 13375 0.816 1.937 2.443 

Thursday 13387 1.109 2.664 3.907 

Friday 13304 1.505 2.200 2.512 

Saturday 11825 2.780 4.149 4.920 

Sunday 11054 1.490 1.836 2.887 

Monday 13470 2.795 3.287 4.029 

Tuesday 13813 0.448 3.624 4.756 

Average  1.563 2.814 3.636 

 
 
 

 
Fig. 8. Comparative chart showing accuracy of different 

approaches for summer 
 

Forecasting has been done on one-year load data of 
ISO New England. Load varies from 13000 MW to 
17000 MW. It is observed (Figs. 6-8) that the 
proposed Clustering and CF based formulation for 

0.000

1.000

2.000

3.000

4.000

5.000

6.000

Thursday Friday Saturday Sunday Monday Tuesday Wednesday

M
AP

E 
(%

)

Days of the week

Clustering-CF

EPSO-Fuzzy

Fuzzy Alone

0.000

1.000

2.000

3.000

4.000

5.000

6.000

Monday Tuesday Wednesday Thursday Friday Saturday Sunday

M
AP

E 
(%

)

Days of the week

Clustering-CF

EPSO-Fuzzy

Fuzzy Alone

0.000

1.000

2.000

3.000

4.000

5.000

6.000

Wednesday Thursday Friday Saturday Sunday Monday Tuesday

M
AP

E 
(%

)

Days of the week

Clustering-CF

EPSO-Fuzzy

Fuzzy Alone



 

STLF works well in all the seasons irrespective of the 
variation in temperature. However, the EPSO tuned 
FIS is also good for all the seasons. For having a 
comparative study, the proposed clustering CF 
method is compared with other two methods, EPSO-
FIS (EPSO tuned Fuzzy Inference System) and 
Similar Day FIS (Similar Day Approach corrected by 
Fuzzy Inference System). Comparison has been done 
for the same set of data and for the same period of 
time. In winters there is wide variation in 
temperatures and therefore in the loads also. It is 
observed that the forecaster captures the load shape 
quite accurately and the forecasting errors on most of 
the days including weekends are very low. The 
accuracy of the proposed Clustering Curve Fitting 
(CF) based model is better than the EPSO tuned FIS 
and Similar Day based FIS for all seasons of the year. 
With Clustering CF based formulation, MAPE is the 
minimum and this demonstrates the superiority of the 
Clustering Curve Fitting method for STLF.  

 

7. Conclusions 
A Clustering and Curve Fitting based formulation 

has been developed using MAPE as an objective 
function. STLF method, proposed above is feasible 
and effective. Comparative study shows that the 
proposed Clustering CF based approach for STLF is 
better and is giving more accurate results than the 
other two methods, EPSO-FIS and Similar Day FIS 
for the same period of time and same set of data. The 
error depends on many factors such as homogeneity 
in data, network parameters, choice of model and the 
type of solution. This approach requires fewer 
amounts of data and also does not require training. 
As the history data considered for the proposed 
methodologies includes two years all seasons data the 
Clustering CF load forecaster captures the load shape 
quite accurately and hence forecasting errors on most 
off the days is much less than 3.0%. Forecasting result 
shows that Clustering CF is very good for week 
ahead forecasting and it can also forecast future loads 
with very good accuracy, whereas the training time 
required for the method zero. The proposed method 
is computationally simpler than a Swarm Intelligence 
and Fuzzy System and also aids in selecting the best 
set of independent variables due to its speed and also 
giving better accuracy than the other two methods. 

Authors hope that the proposed methodology will 
further propagate research for STLF using new 
optimization techniques to get even more 
improvement in forecasting results. 
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