
Abstract- This work discusses a control strategies to solve 
the target tracking problem for nonholonomic mobile 
robots, in our experiments we have considered two robots, 
a leader and a follower. The follower robot tracks a target 
(leader) moving along an unknown trajectory. It uses only 
stereovision to establish its both relative position and 
orientation to the target, so as to maintain a specified and 
a given distance between the two robots. Experimental 
results are included and discussed to show the 
performances of the proposed vision-based tracking 
control system. 
 
Keywords— mobile robot, stereovision, vision based control, 
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1. INTRODUCTION 
In the recent years, efforts have been made to give 

autonomy to mobile robots by using different sensors to 
collect information from the surroundings and react to the 
changes of its immediate environment. Computer vision is one 
of the most popular perception sensors employed for 
autonomous robots. In many task such as surveillance and 
grasping, visual path tracking, visual tracking of a moving 
object. The application of vision based tracking control design 
for robotic application has been an active area of robotic 
research, the papers [1,2] present study of visual servoing 
approaches for tracking control of non-holonomic mobile 
robots, in [3] the authors present study of visual navigation 
mobile robots, this work subdivided into the visual navigation 
in indoor environment and the visual navigation in outdoor 
environment. A method and illustration of vision data 
extraction is also presented, in order to allow a robot to 
operate in an unknown and dynamic environment. In [4] the 
authors have presented a vision-based scheme for driving a 
non-holonomic mobile robot to intercept a moving target, on 
the lower level, the pan-tilt platform which carries the on-
board camera is controlled so as to keep the target at the centre 
of the image plane; on the higher level, the robot operates 
under the assumption that the camera system achieves perfect 
tracking. In particular, the relative position of the ball is 
retrieved from the pan-tilt angles through simple geometry, 
and used to compute a control law driving the robot to the 
target. Various possible choices are discussed for the high-
level robot controller. In [5] a robust visual tracking controller 
is proposed for tracking control of a mobile robot in image 
plan, this work based on the proposed error-state model, the 
visual tracking control problem is transformed into the 

stability problem. The robust control law is then proposed to 
guarantee that the visual tracking system satisfies the 
necessary stability condition based on LYAPUNOV theory. 
[6] Describes the position control of autonomous mobile robot 
using combination of kalman filter and fuzzy logic technique. 
Both techniques have been used to fuse information from 
internal and external sensors to navigate the mobile robot in 
unknown environment. An obstacle avoidance algorithm using 
stereovision technique has been implemented for obstacle 
detection. [7] Presents a strategy for a non-holonomic mobile 
robot to autonomously follow a target based on vision 
information from an onboard pan camera unit. Homography 
based techniques are used to obtain relative position and 
orientation information from the monocular camera images. 
The proposed kinematic controller, based on the Lyapunov 
method, achieves uniform ultimately bounded tracking.  

 
The monocular vision based tracking control suffers to 

obtain the 3D target position. However, in this paper the 
stereovision system has been used to solve this problem, we 
can at each instant have a pair of images, from two 
geometrical defined cameras, that allow us to have four image 
coordinates. The triangulation equation is used to estimate the 
relative 3D position (tracker-target). In this paper we aim to 
ensure an accurate tracking in case of a leader/follower 
scheme, by experimenting different visual based control 
strategies.  First we will describe the kinematical model of a 
mobile robot (Section II), and the camera model (section III), 
section IV present the image processing, in section V we 
present a method to detect a target using the Hough transform, 
in section VI we present the depth estimation using the 
triangulation equations and the parameters of the cameras, 
section VI presents the mobile robot’s visual control 
development. Finally we arrive to the conclusion of the whole 
work.  

 
2. MOBILE ROBOT MODEL  

In this work is considered the unicycle mobile robot, 
the navigation is controlled by the speed on either side of the 
robot. This kind of robot has non-holonomic constraints, 
which should be considered during path planning. The 
kinematical scheme of a mobile robot can be depicted as in 
Fig. 1, where v  is the velocity of the robot, lv  is the velocity 
of the left wheel, rv  is the velocity of the right wheel, r is the 
radius of each wheel, l  is the distance between the first two 
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wheels, x and y  are the position of the mobile robot, and φ  
is the orientation of the robot. 

This type of robot can be described by the following 
kinematics equations: 
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The non-holonomic restriction for model (1) is     
 

0sincos =− φφ xy &&                     (2) 
 
       According to the motion principle of rigid body 

kinematics, the motion of a mobile robot can be described 
using equations (1) and (2), where lω  and rω  are the angular 
velocities of the left and right wheels respectively, and ω  is 
the angular velocity.  

 
The left and a right velocity of robot: 
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Combining (2) with (3) we can obtain: 
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          Fig. 1. Geometric description of the mobile robot 
 

3. CAMERA MODEL 

Calibration is a heavily worked on area in vision 
because it is necessary to estimate 3D distance information 
contained in an image. It allows to model mathematically the 
relationship between the 3D coordinates of an object in a 
scene and its 2D coordinates in the image  [10]. 
 

The parameters of the camera are classified in two 
categories, internal parameters which define the properties 
of the geometrical optics and the external parameters which 
define position and orientation of the camera. More 
specifically, the camera calibration consists of determining the 
intrinsic parameters and the extrinsic parameters [11]. The 
model of the camera is presented in fig.2. 

 
 

 
 
 
 
 
 
 
 
 
 

Fig. 2. Camera modele 
 
A. Intrinsic parameters 

Intrinsic parameters of the camera define the scale factors and 
the image centre.  
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vu KK ,  represent the horizontal and vertical scale factor, f 

represent the focal length and  0u , 0v  represent the image 
centre. 
 
B. Extrinsic parameters  
 
Which define the transformation from the world to the camera 
frame given by the matrix A. 
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The matrix A is a combination of rotation matrix R and 
translation matrix T from to the world frame to the camera 
frame. 
The transformation from the world to the image frame is given 
by the matrix M. 
 
 AIM c=                        (8)      
 
We can write: 
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In this equation X,Y,Z are the coordinates of a point B in the 
world frame.       
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4. IMAGE PROCESSING 

There exist a lot of image-processing algorithms 
extracting a map of the environment from the data provided by 
a camera But the implementation of such sophisticated 
algorithms is quite complex  [13].   

 
In our application the bumblebee 2 camera is used for 

perception. There resolution is 320x240 pixels, in this work 
the image processing procedure comprises four steps: 

 
• Step1: acquisition of the two images.  
• Step2: YCbCr  image transform, when the YCbCr is a 

family of color spaces used in video systems. Y is the 
luminance component and Cb  and Cr  the 
chrominance components. YCbCr  is sometimes 
abbreviated to YCC. YCbCr  signals are created from 
the corresponding gamma adjusted  RGB  source using 
two defined constants Kb and Kr as follows [12]: 

 

     

( )
( )

( )
( )

( )r
r

b

bbrr

k
YRC

k
YBCb

BkGkkRkY

−
−′⋅

=

−
−′⋅

=

′⋅+′⋅−−+′⋅=

1
5.0
1

5.0
1

                (10) 

 
Where bk  and rk   are derived from the definition of the 

RGB space. R ′ , G′  and  B′  are assumed to be nonlinear and 
to nominally range from 0 to 1, with 0 representing the 
minimum intensity and 1 the maximum.  

 
Mathematical morphology is a useful tool for image 

segmentation and processing. Due to the complexity of color-
scale morphology, we transform color image into binary 
image by subsampling techniques and threshold-based 
segmentation. Then operators in the area of binary 
morphology including dilation, erosion, closing and opening 
are used for data pre-processing [15]. Then step 3 and 4 given 
by follow:  
Dilation operation is defined as: 
 

{ }Φ≠∩=⊕ XSxSX x/  with { }1/ == xxX                   (11) 
 

Where X  is the image which is to be dilated, xS is a set of 
coordinate points known as structuring element    
 
Erosion operation is defined as:  
  

{ }Φ≠∩=Θ '/ XSxSX x  with { }0/' == xxX                (12)    
                 { }Φ≠∩= '/ XSx x                             (13) 
 
The closing operation is defined as: 
 

( ) SSXSX Θ⊕=•                     (14) 
 
The closing is a dilatation followed by erosion using the same 
structuring element for both operations. 
 

An opening operation is defined as  
 
   ( ) SSYSY ⊕Θ=o             (15) 
 
And the opening is erosion followed by dilatation  
 
• Step3: Cr image plan. 
• Step4: binairisation and morphology operators [15]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

5. DETECTION THE TARGET USING HOUGH 

TRANSFORM 

The first step correspondence algorithm is to find the 
circles in both images. These circles are extracted from binary 
edges images using the hough transform. It is a well-know 
method for detection of parametric curves in binary images 
and it was recognized as an important means of searching for 
objects features in binary images.  

 
The hough transform is a robust and effective method 

for finding circles a set of 2D points. It is based on a 
transformation from the ( )yx,  plane (called Cartesian plane) 
to the ( )rba ,,  plane (called houghf plane). A circle is defined 
in the Cartesian plan by the follower equation: 

 

Fig.3. Two images captured by the robot’s stereovision camera 

Right image  Left image 

Right image Left image 
Fig.4. binarisation of the images    

Right image Left image 

Fig.5. application the opening followed the closing 
operation   



( ) ( ) 222 rbyax =−+−                         (16) 
 
( )yx, : The coordinates of the circles point in the Cartesian 
frame. 
( )r      :  The radius points. 
( )ba,  : The coordinate of the centre circle.  
  
 

 
 
 
       

   

 

 
The HT uses the polar parameters of the circle (Fig. 8).  A 
circle is defined by the following equation: 
 

           
( )
( )

( )( ) ( )( )⎪
⎪
⎩

⎪⎪
⎨

⎧

−+−=

=
=

22 sincos

sin
cos

θρθρ

θρ
θρ

yxr

b
a

                 (17) 

 
Where ρ  is the distance between the xy  plane 

origin and the centre circle and θ  is the angle between the x 
axis and ρ . To detect a circle, we must determine three 
parameters ( )rba ,, , which complicate to use the hough 
transform in 2D. to solve this problem, we should be pass by 
two step, first is to find all centre circle with different radius, 
than is to find the radius of the circle to be detect. 
 

We consider the hough space ( )rbaH ,,  who is in 
this case a space in 3D, each point of coordinate ( )ii yx ,  in 
the xy  plane corresponds the cone in the space ( )rbaH ,,  
(fig. 9), and for a fixed radius it corresponds a circle in the 
( )ba,  plan, the idea of the algorithm is to compute a  and 
b (the coordinate of the centre circle) for each radius r, than 
we trace this circle in the hough space corresponding  to the 
point of coordinate ( )ii yx ,  in the xy  plane. When all the 
circles are cut in the same point, then the good radius and the 
coordinate ( )ba,  of the point which correspond to the circle     
was found.     

 
 

 
 
 
 
 
 

Fig.7 Hough space ( )rbaH ,,  
 

Let kθ  be the quantification step of θ  dimension and 

kρ the quantification step of ρ dimension, we compute for 

every discrete value of iθ  and iρ  its corresponding 
points ( )jjj rba ,, , the quantification of the plan ( )r,,ρθ  

returns to quantifier the interval 
2

0 πθ <<  for the dimension 

of θ , and the interval max0 ρρ <<  for the dimension of ρ  
whit maxρ  is the diagonal of the image, and the interval 

max0 rr <<  for the dimension of r  with 
10

max
max

ρ
=r  , the 

discrete value of iθ , iρ  and ir  are given by : 
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With ρη , θη , rη  are the numbers of the discrete values in the 
intervals ρ ,θ  and r .  
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For every point of coordinates ( )yx,  in the image, following 
the equation: 
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Then, we increase by value 1, the whole cell ( )jjj rba ,,  of the 
accumulator table. This cell will be increased every time an 
edge point lies on the circle whose the polar parameters are 
( )jjj rba ,, . Initially, all the cells values of the accumulator 
table are set to zero.  
  

The choice of the ( )rba ,,  parameters space 
quantification must carry the three essential goals that are: 

 
     good detection and precision; 
 less memory storage of accumulators;   
 fast implementation.  

 
Than, we seeks the maximum of the accumulator which 
correspond to the circle in the edge image. By using the 
parameters corresponding to the maximum of the accumulator, 
and we compute the radius and the coordinates of the circle 
centre.  
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Fig.6 The circle polar parameter 

Fig.8. Edge detection with the canny operator    
Right image Left image 



 
 
 
 
 
 
 
 
 
 

Let us note, that the hough transform is robust for the 
parametric form detection such as the circles, the lines ……., 
the fig.12 and fig.13 show that in spite of degradation the edge 
of the target and the presence of the noises, we have got a 
good detection of the target.    

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

  
 

 
     

 
 
 
 
 
 
 
 

 
6. DEPTH ESTIMATION    

Depth calculates from a pair of stereoscopic images 
suppose the matched corresponding points between the left 
and right images. 

If we places in the case of the three dimensional 
rebuilding, and if the point ( )ll

l yxP ,  of the left image at 

summer put in correspondence with the point ( )rr
r yxP ,  of the 

right image, using the equation (8) we have:  
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The points Pl  and Pr  are the coordinates of the target centre 
calculated by hough transform.  
 
 
 
 
 
 
 
 
 
 
 
 

Fig.12. geometry of the stereoscopic camera  
 

The coordinate X,Y and Z of the point P  rebuilt in 
the calibration frame, are calculated by solving a linear system 
of four equations. The equation (20) can be written by: 
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The system of equation (21) can be rewritten in the form: 
 

WPE =                                         (23) 
 
We can solve the equation (22) using the least squares 
method: 
 

( ) WEEEP tt=           (24) 
 
We can also rebuilt the point P in the left camera frame using 
the intrinsic parameters matrix of the left and right 
camera clI , crI .  The coordinates gX , gY  and gZ  of the point P 
are given by [16]: 
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Fig.9. Detection the target by hough transform    
Right image Left image 

Right image Left image 

Right image Left image 

Left image Right image 

Fig. 10. Robustness of the hough transform in spite the 
degradation of the edge 

Right image Left image 
 Fig.11. Robustness of the hough transform in the presence of 

noise 
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By making a translation along the Y  by 
2
b , the 3D coordinate 

of the target centre can be calculated in the frame located 
between the two camera left and right as is shown in fig.14. 
Thus the equation (25) becomes: 
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Thus we can calculate the distance which separates the mobile 
robot and the target, which are given by the following 
equation: 
 

22
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The angle of deviation is given by: 
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To evaluate the performances of the depth estimation using 
our algorithm, we took a series of measurement at different 
distance from the target, the results are presented by the 
following figures:    
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
It is noticed that the error of the depth estimation varies in the 
interval [-10, 10 mm], which is tolerable for vision system. 

 
 

 
7. VISUAL CONTROL OF THE MOBILE ROBOT 

 

In this section we describe the four different robot 
controllers, that have been integrated in our tracking control, the 
following figure illustrate the case of our application settled 
leader follower, the goal is the follower tacked the leader with 
conservation distance of security.    

   
 
 
 
 
 
 
 
 
 
 
 
 

 
8. Complete system design and hardware 

 

Two Pioneer wheeled robots were used in our 
experiment, one as the pursuer and the other as the target. On 
the pursuer robot, we mounted a Bumblebee2 stereoscopic 
camera, which was operated at a resolution of 320×240 pixels, 
and it contains embedded computer with a CPU of 1.6 GHZ, 
the system was implemented in C++ with the openCv library 
of image processing [14] and the ARIA software development 
environment [15] running in windows XP operating system. It 
operated in real-time, with a calculation period of 0.3s, this 
type of robot contain low nival controllers to control the motor 
speed of the wheel 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
9. Non linear controller based Lyapunov method 

 
The Lyapunov direct method (or method of 

Lyapunov functions) is derived the energy criterion of stability 
in applying this criterion independently of the concept energy, 
it replaces the energy of the system by a “Lyapunov function” 
is positive definite (as energy). Consider the autonomous 
system: 
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Fig.14. Relative positions between the target and the 
follower robot 
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Fig.15. Variation of the real and estimated distance 
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Fig 15 Pioneer 3AT mobile robot used in our 
Experimentations. 
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( )txfxe ,=&    ,    0=ex                                         (29) 
 
This system has an equilibrium point 0=ex , globally 
asymptotically stable it is a real scalar function ( )xV  with a 

continuous partial derivative with respect to time ( )xV&  
continues with the following properties: 
 

1. ( ) 00 =V  

2. ( ) 0>xV      0≠∀ x  

3. ( ) ∞=∞→ xVxlim  (radially unbounded) 

4. ( ) 0>xV&      0≠∀ x  

In the preceding paragraphs, we studied the stability of 
systems where we implicitly assumed that the control law has 
been chosen and our goal was to verify the stability of the 
system with this control law, but the problem in this synthesis 
is how to find the control low that will stabilize the system. 
We will present a methodology that combines between the 
search function Lyapunov and the stabilizing law. In general, 
there are two concepts for the application of Lyapunov direct 
method for the synthesis of a stable control low: 
 

First concept:  
 

Assume that the control law exists and we are seeking the 
laypunov function   
 

Second concept:  
 

This time, if you we make a choice of the Lyapunov function 
candidate ( )xV , and we seek the control law which makes this 
function to the candidate real Lyapunov function. 
 

The control objective is defined as follows: Assuming 
a case where a leading robot moves along an unknown 
trajectory, make the follower robot keep a desired distance dd  
to the leader and pointing to it (that 0=dϕ ), using only visual 
information, the control objective can be expressed as:  
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According to the fig.16 we have  
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Replacing (1) and (33) in (32) we obtain: 
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y

=ψtan                                                            (37) 
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Replacing (1) and (34) in (38) we obtain: 

( )ϕψ sin
d
v

−=&                                                       (39) 

( )ϕωϕ sin
d
v

+=&                  (40) 

If we arrange the expression of  ϕ&  and d&  into matrix form we 
get: 
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⎢
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⎡
⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡−
=⎥

⎦

⎤
⎢
⎣

⎡

ωϕ

ϕ

ϕ
v

d

d
1sin1
0cos

&

&
                                     (41) 

 
The evolution of the posture of the follower robot 

relative to the leader will be stated by the time derivative of 
the two error variables, the variation of distance is given by: 

 
ddde dv
&&&& −=−=                (42) 

( )ϕcosvev =&                                                         (43) 
 

Likewise the variation of the angle error is given by: 
  

ϕϕϕω
&&&& −=−= de                                                    (44) 

( )⎟
⎠
⎞

⎜
⎝
⎛ +−= ϕωω sin

d
ve&                                     (45) 

Posing:             
                

( )
( )⎪⎩

⎪
⎨
⎧

−=

−=

ωωω efe

efe

e

vvev

&

&
                                                     (46) 

 
The non linear controller is calculated by: 
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−
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ϕω
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( )vve ef , ( )ωω

efe Γ∈  with Γ  the set function that meet the 
following definition: 
 

( ) ( ){ }ℜ∈∀>=ℜ→ℜ=Γ xxfxandff 000/:   
 
We chose the function ( )vve ef , ( )ωω

efe  used in [16]: 
 

( ) ( )

( ) ( )⎪
⎩

⎪
⎨

⎧

=

=

ωωωωω
λ

λ

ekef

ekef

eee

vvevevve

tanh

tanh

                                 (48) 

 
With :

vek ,
veλ ,

ωe
k ,

ω
λe  is positive gain.  

 
The variable by this controller ( )d,ϕ  as given by the 

equation (27) and (28) are calculated by the stereovision 
system. 
 
 Stability analysis 

 
Let us consider Lyapunov function as follows: 
 

( ) 0
2
1 22 >+= ωeeV v                                                 (49) 

 
The derivative of (48) is given by: 

 

ωω eeeeV vv &&& +=                                                 (50) 

( ) ( )ωωω efeefeV evvev −−=& <0                             (51) 
 
It than concluded the asymptotic stability is verified. 
 

We generate a circular and sinusoidal trajectory at the 
leader mobile robot, the parameters of the leader robot 
(angular and linear velocity) and the controller is shown in the 
following table.  

 
Table.1 Parameters the leader robot and the controller 

 
        To illustrate the efficiency of the proposed non linear 
controller, the experimental results is shown in the follower 
figures, in fig.17 we not that the relative distance between the 
leader and the follower robot is maintained constant with the 
desired distance, the fig.18 show the evolution of angle ϕ , the 
fig.19 show the control actions are calculated and sent to the 

 

follower robot, and the trajectory carried by the two 
robots is shown in fig.20. Our proposed controller presents a 
better performance compared to other work in literature such 
as [5] in point of view tracking, because we found an error 
tracking in distance converge to zero in the permanent scheme 

 
 
 
 
 
 
 
 
 
 
      

    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Parameters  Quantity 
)(tvT  ]/[ smm  200 

)(tTω  ][deg/ s  8 
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dd  ][mm  500 

vek  360 

veλ  0,005 

ωe
k  10 
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r 

ω
λe  0,1 

Fig.17. Evolution of the distance and distance error  
to the target 
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Fig.18. Evolution of the angle ϕ

Fig.19. Desired control action  
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10. CONCLUSION 
 
In this paper an algorithm is proposed for the control 

of mobile robot motion using visual guidance. The involved 
control system based in data extracted through the stereovision 
system to control the robot, for objective is the tracker robot 
follows a target vehicle by maintaining a desired distance. The 
experimental result verified availability of our proposed 
approaches. 
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Fig.20. Trajectory followed by the  
leader and the follower robot 
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