Abstract—The emergence of the renewable energy sources such as the PV, fuel cells and storage systems have shifted the view to DC Microgrid. The inherent PV DC sources provide the compatibility with the DC loads without the need for multiple DC/AC and DC/AC conversions. In the DC Microgrid, the energy sources, storage units and loads are connected to a DC Bus through DC/DC converters. In order to achieve the control tasks and for energy management, the sources should exchange their information through a kind of network. The PV sources controllers communicate through communication network to achieve current sharing. The induced time delay could destabilize the system and it is important to determine the maximum delay margin. The exact delay margin for the stability is computed using the sweeping test and the binary iteration algorithm. The controller achieves good performance even with the fluctuations in the output of the PV sources. The impact of the DC Microgrid parameters and the controller parameters on the delay margin is investigated.
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I. INTRODUCTION

The Microgrid has emerged as a new technology for the optimum integration of the renewable energy sources into our grid. In the Microgrid the renewable and non-renewable sources are connected in parallel connection to satisfy the load demands. The Microgrid contains distributed energy resources, energy storage systems, and loads. Generally, the Microgrid can be classified into AC Microgrid, DC Microgrid and hybrid Microgrid. DC Microgrid has been recently very active research area because of the inherent nature of the renewable energy sources and the ease of the control comparing with AC Microgrid. The energy management and the control remain the most important aspects in the Microgrid research. The Microgrid can be operated in two modes; grid-connected or islanding. The DC Microgrid can be found in different three topologies; single-bus topology, multi-bus topology and reconfigurable topology (Tomislav Dragicevi et al. 2016). A Photovoltaic-based DC Microgrid is shown in Fig. 1.

Recently DC Microgrid has attracted many researchers for the following reasons (Enrique Rodriguez-Diaz et al. 2016): 1) Most of the residential loads are DC, 2) Most of the renewable energy resources generate power in DC form, for example PV arrays, Super-capacitors, batteries and Fuel cells, 3) The reduction in the transmission lines, 4) The electric-vehicles and electric-hybrid vehicles require DC source for charging, 5) It is more efficient than AC distribution systems 6) There is no need to synchronization between the converters which means lower bandwidth communication network can be used, 7) There is no reactive power control, 8) There is no circulating currents or DC offsets. For the aforementioned reasons DC Microgrid and distributed DC system in general, will play main roles in future power system.

The DC sources can be connected in DC Microgrid without any conversion to AC power, for example, PV panels, fuel cells, super-capacitors, and batteries are inherently DC sources (Amjad Ali et al. 2015). The controller in the DC Microgrid must achieve stable voltage and perfect power sharing. The voltage should remain within a predetermined range even during the transition from the islanding to the grid-connected mode. Many control strategies have been proposed to regulate the voltage of the DC Microgrid. The droop control strategy is one of the most widely adopted control strategy in Microgrid. DC Microgrid is formed by distributed energy units such as PV, wind turbines, fuel cells, etc. in addition to storage units such as batteries and loads. Most of these units are equipped with a power electronic converters which are usually Buck or Boost DC/DC converters or combinations of the two. These generating and storage units operate in parallel to electrify the
loads equally. In order to achieve these tasks, a control strategy is a mandatory. There are three main control strategies that can be implemented in DC Microgrid, which are centralized, decentralized and distributed control strategies.

The DC Microgrid control is a multi-objectives function. Based on Hierarchical control, the control levels can be divided into three levels as shown in Fig. 2 (Lexuan Meng et al. 2017). The energy management and the optimization are carried out in the tertiary control. The power quality and grid synchronization are the responsibility of the secondary control. The primary control performs the voltage, current and power control. The control strategies in DC Microgrid can be classified into active current sharing and droop control. The active sharing can be divided into centralized, master-salve and distributed control strategies (Tomislav Dragicevic et al. 2016). The central controller in the centralized control strategy collects all the required information and sends back the controller commands to the different DC/DC converters in the Microgrid. In the centralized control strategy, all the information is sent to a centralized controller and then the commands are sent back to the system. The main disadvantage of this strategy is the single point of failure and the complexity in the controller design for large and complex interconnected systems. In the distributed and master-slave control strategies there is no central controller but the local controllers communicate with each other through communication network. The communication network induces time delay in the measurements which can lead to system instability. For example in (Khalil et al. 2016), the authors show that if the communication delay is larger than the delay margin, the DC Microgrid becomes unstable. In the droop control controller all local information are required by the local controllers and hence there is no delay. The distributed control strategy is very attractive because it requires lower bandwidth communication network and the current sharing accuracy is high (Xiaonan Lu et al. 2016).

The classification of the control strategies is shown in Fig. 3. The droop control strategy is a typical decentralized control method. The droop control is flexible and easy to implement, however, the line impedance could affect the power sharing. The droop control is based on linear relation with the voltage. The resistance of the lines results in different voltages in the DC Microgrid. The droop control methods can provide redundancy but the current sharing is not comparable with the master-slave and centralized scheme. Additionally, each parallel converter should not supply a current larger than the maximum current of any converter in the system because in this case one of the converters will supply most of the load. This will result in reducing the lifetime and may lead to overload protection. Many researchers reported the enhancement of the droop control strategy and increasing the accuracy of the current sharing through using communication network (Chunxia Dou et al. 2017; P.P. et al. 2017; Xiaonan Lu, Josep M.Guerrero, & Kai Sun 2016). The deviation of the frequency of the different parallel DC-DC converters will indicate imbalance in the real power and hence a current sharing error. Injecting an ac signal requires phase-locked loop and real power measurement which complicates the controller. In (David J.Perreault et al. 1998; David J.Perreault et al. 1999) a frequency-based current sharing method was proposed. The converters inject ac signal whose frequency depends on the output current. Another approach is to use the DC bus as information carrier which is known as the DC bus signalling (K.Sun et al. 2011; Y.Gu et al. 2014). The master-slave control strategy is a quasi-decentralized control strategy where the information is exchanged between the controllers. The master controller regulates the voltage and generates the reference currents for the slave converters. In the master-slave control strategy, one of the converters is known to be the master while the others are the slaves, the master controller contains the voltage controller while the slaves contain current controllers and have to track the master’s reference current (Ashraf Khalil et al. 2015). If the master fails one of the slaves will take his role. In this control strategy there is a transfer of information between the master controller and the slaves’ controllers. The master-slave control of a DC Microgrid is investigated in (Li Guo et al. 2014). The analysis is carried out in the z-plane with the discrete-time model of the DC Microgrid and it has been found that the time delay has a strong impact on the stability of the Microgrid. In (Khalil, Elkawafi, Elgaiyar, & Wang 2016), the stability of the DC Microgrid with time varying delay is investigated and the maximum delay margin is calculated using Lyapunov-Krasovskii function approach.

Two centralized control strategies are introduced in (C.Q.Lee et al. 1991), the programmable current distribution control (PCDC) and the maximum current limit control (MCLC). In the MCLC the converters are not always switched on and the number of the active converters is determined by the load condition. The MCLC has higher efficiency because at light loads some of the converters will be switched off.
In (Chaoyu Dong et al. 2017a) the distributed control is suggested for the DC Microgrid control. As the time delay is inherited in the distributed control, the DC Microgrid is modelled as neutral type time delay system. Then a linear matrix inequalities (LMIs) criterion is used to determine the delay margin where the free-weighting matrices are used to decrease the conservativeness of the results. A distributed cooperative optimal control is presented in (Lei Ding et al. 2018). The communication delay is considered and the delay margin is computed for the system where various communications technologies were considered. These are the PLC, fibre-optical, WiMAX, 4G and Microwave. The delay dependent stability of DC Microgrid with hybrid energy storage is investigated in (Chaoyu Dong et al. 2017b). A hierarchical control is proposed to achieve load sharing and a frequency domain method is used to calculate the maximum delay margin. A low communication network is used in (Xiaonan Lu et al. 2014) to enhance the current sharing of the droop control strategy. A novel communication method is presented in (Zhengyu Lin et al. 2018). The DC bus is used as the communication medium where the switching frequency is used as the information. The method has been implemented to three DC/DC converters DC Microgrid. The stabilization of the DC Microgrid is studied in (Yuwen Nie et al. 2017). The distributed control is used to regulate the voltage and achieve current sharing.

The recent advances in wireless networks technology and increased number of distributed DC power systems have resulted in promoting wireless networks as communication medium for the control system. This reduces the complexity and the cost while increasing the reliability. This configuration could provide redundancy and plug-and-play functionality if rotary master-slave is used. When the reference current signals are distributed through wireless network the parallel DC converters system becomes a kind of wireless networked control system (WNCs). The wireless network in the feedback loop offers many advantages for the system such as modularity, simplified wiring, low cost, reduced weight, decentralization of control, integrated diagnosis, simple installation, quick and easy for maintenance, flexible expandability and reconfigurability (Khalil and Wang 2010). The main issues in wireless networks are the time delay and the data loss which can lead to the system performance degradation or losing the stability. The emergence of the wireless networks revolutionized the control industry. Many researchers proposed the wireless network as an alternative to the traditional control networks such as Profibus and Control Area Network in many control applications. In order to achieve stabilization of the system, it is important to compute the maximum delay margin.

In this paper, we investigate the impact of the communication delay on the stability of PV-based DC Microgrid. In the next sections the modelling and the master-slave control of PV-Based Microgrid are described, then a stability criterion in s-domain is used to investigate the stability of the DC Microgrid with the time delay and the fluctuating DC sources caused by the variable solar radiation. Finally, the impact of the DC Microgrid parameters and the controller parameters on the delay margin is investigated.

II. MODELLING OF PV-BASED DC MICROGRID WITH MASTER-SLAVE CONTROL STRATEGY

A. The Master-Slave Control Strategy

The DC Microgrid implements master-slave control strategy as shown in Fig. 4. The master controller regulates the voltage and generates the reference current for the master and the slaves. The slave current controller has to track the reference current received from the master controller. The reference current is sent to the slaves through communication network where the time delay is induced.

The PV arrays are connected to the DC bus through two DC/DC converters as shown in Fig 5 (Mohammad B.Shadmand et al. 2014; Yuan-Chih Chang et al. 2013). The first DC/DC converter extracts the maximum power from the PV array. The second DC/DC converter regulates the voltage and achieves the power sharing. This two stage DC conversion is more efficient than the most efficient DC/AC inverter (Mohammad B.Shadmand, Robert S.Balog, & Haitham Abu-Rub 2014).

![Fig. 3. The control strategies in the DC Microgrid](image)

![Fig. 4. The DC Microgrid with Master-slave control strategy](image)

---

**Control Strategies in DC Microgrid**

<table>
<thead>
<tr>
<th>Strategy</th>
<th>DC bus signaling</th>
<th>Frequency-based current sharing</th>
<th>Programmable current distribution control</th>
<th>Central Control</th>
<th>Master-slave control</th>
<th>Dedicated</th>
<th>Rotating</th>
<th>Automatic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Active Current Sharing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active Current Sharing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Droop Control</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central Control</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---
\[
\dot{x}_p(t) = A_p x_p(t) + B_p u_p(t)
\]

where,
\[
\dot{x}_p(t) = \begin{bmatrix} \Delta u_1 & \Delta u_2 & \Delta u_3 & \Delta u_4 \end{bmatrix} \quad \text{and} \quad u_p(t) = \begin{bmatrix} d_1 & d_2 \end{bmatrix}
\]

\[
A_p = \begin{bmatrix}
-\frac{1}{L_1} & \frac{1-D_1}{C_1} & 0 & 0 & 0 \\
-\frac{1-D_2}{L_2} & -\frac{1}{C_2} & 0 & 0 & 0 \\
0 & 0 & -\frac{1-D_1}{L_1} & -\frac{1}{C_1} & 0 \\
0 & 0 & -\frac{1-D_2}{L_2} & -\frac{R_s}{L_e} & 0 \\
-\frac{L_e}{C_1} & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
B_p = \begin{bmatrix}
\frac{L_c}{C_1} \\
U_{c1} & 0 \\
0 & \frac{U_{c2}}{L_e} \\
0 & 0 \\
\end{bmatrix}
\]

\[
\Delta u_1 \text{ and } \Delta u_2 \text{ are the output voltages of the master and the slave respectively, } \Delta u_1 \text{ and } \Delta u_2 \text{ are the inductor currents of the first and the second converter respectively, and } \Delta u_3 \text{ is the output of the master, } A_p \text{ and } B_p \text{ are defined as:}
\]

\[
V_{pv} = V_{pv,nom} + \eta \frac{1}{\tau_{pv} s + 1} \sqrt{\Delta V_{pv}}
\]

\[
A\text{.}
\]

\[
B\text{.}
\]

\[
\text{C. The Mathematical model of the DC Microgrid}
\]

A DC Microgrid contains two DC/DC Boost converters is shown in Fig 6. The Boost converter is a step-up converter where the output voltage can be regulated to be larger than the input voltage. The two converters are connected to the loads through cables which are represented in the figure as series resistance with inductance (\(R_s\) and \(L_s\)).

\[
\dot{x}_s(t) = A_s x_s(t) + B_s u_s(t)
\]

The state-space linearized model of two DC/DC Boost converters is given by (Khalil, Elkawafi, Elgaiyar, & Wang 2016;Li Guo, Yibin Feng, Xiaolin Li, Chengshang Wang, & Yunwei Li 2014):

\[
\begin{bmatrix}
\Delta x_1 & \Delta x_2 & \Delta x_3 & \frac{\Delta u_1}{L_1} \\
-1 & -k_{11} & 0 & 0 \\
0 & 0 & -1 & k_{12} \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
\Delta u_1(t) \\
\Delta u_2(t) \\
\Delta u_3(t) \\
\Delta u_4(t) \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
\frac{1}{C_1} & 0 & 0 & 0 \\
0 & \frac{1}{C_2} & 0 & 0 \\
0 & \frac{R_s}{L_e} & 0 & 0 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
x_1(t) \\
x_2(t) \\
x_3(t) \\
x_4(t) \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
\Delta x_1(t) \\
\Delta x_2(t) \\
\Delta x_3(t) \\
\Delta x_4(t) \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
x_1(t) \\
x_2(t) \\
x_3(t) \\
x_4(t) \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
\Delta x_1(t) \\
\Delta x_2(t) \\
\Delta x_3(t) \\
\Delta x_4(t) \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
x_1(t) \\
x_2(t) \\
x_3(t) \\
x_4(t) \\
\end{bmatrix}
\]
We transform (10) and the system in (10) is stable for all \( \Delta \). Now, we turn to the analysis in the frequency domain. To compute the maximum delay margin we adopt the sweeping test (Jie Chen and Haniph A.Latchman 1995). If (13) is not satisfied for some values of \( \omega \) then the system is delay-dependent stable. Now the problem is to find the crossing frequency, \( \omega \), where the roots cross the imaginary axis. To find the crossing frequencies we use the spectral radius in the following definition.

Definition 1 (Keqin Gu et al. 2003):

The spectral radius of two matrices pair is defined as:

\[
\rho(A, A_j) := \min \left\{ \| \det(A - \lambda A_j) \| : \lambda \in \mathbb{C} \right\} \tag{14}
\]

where \( \lambda(A) \) is the \( i \)th eigenvalue of the matrix \( A \) and \( \lambda_i(A, A_j) \) is the generalized eigenvalue of matrix pair \( A \), and \( A_j \).

To find the maximum delay margin, \( \tau \), we transform (10) using Laplace transform and then the characteristics equation becomes:

\[
sI - A - Ae^{-\tau s} = 0 \tag{11}
\]

Equation (11) is a transcendental equation and have been the subject of research for many years. The system is asymptotically stable for a given delay if all the roots of (11) lie on the left half plane. The free delay system is assumed to be stable and all the roots are on the left half plane. For some value of the delay one or more roots will cross the imaginary axis. One of the approaches is to replace \( s \) with \( j\omega \) and perform the analysis in the frequency domain.

III. DELAY MARGIN COMPUTATION USING SWEPPING TEST

Time delay systems can be either delay-independent or delay dependent. The delay-dependent system is asymptotically stable for \( \tau < \tau \), marginally stable for \( \tau = \tau \), and unstable for \( \tau > \tau \). The delay independent system is asymptotically stable for any positive value of the time delay.

For the DC Microgrid system represented by (10) to be asymptotically stable independent of delay, we must have:

\[
det(sI - A - Ae^{-\tau s}) \neq 0 \quad \forall s \in \mathbb{C}, \quad \forall \tau \geq 0 \tag{12}
\]

where \( C \_ \) is the open right half plane. If (12) is satisfied, then there are no positive roots for any value of the time delay. The delay dependent stability implies that for time delays less than the delay margin the system is asymptotically stable and all the roots are on the closed left half plane, and when the time delay exceeds the delay margin the system becomes unstable and some roots will be on the right half plane. In this manner, the roots will cross the imaginary axis when \( \tau = \tau \).

To simplify the analysis we replace \( s \) by \( j\omega \). Now, we turn our attention to find the delay that produce frequencies on the imaginary axis. Then system (10) is said to be asymptotically stable independent of delay if (Jie Chen 1995):

\[
det(j\omega I - A - Ae^{-\tau j\omega}) \neq 0 \quad \forall \omega \in (0, \infty), \quad \tau \geq 0 \tag{13}
\]

If (13) is not satisfied for some values of \( \omega \) then the system is delay-dependent stable. The computation of the delay margin is carried out in the \( \omega \) domain. To compute the maximum delay margin we adopt the sweeping test (Jie Chen and Haniph A.Latchman 1995). The sweeping test is very valuable tool especially with the advances in the computing capabilities of the today's computers. The sweeping test is better for its simplicity with less computation and accurate results. To find the delay margin of the system we use the following theorem.

Theorem 1 (Keqin Gu, Vladimir L.Kharitonov, & Jie Chen 2003)

For the system (10) stable at \( \tau = 0 \), i.e., \( A + A_0 \) is stable and \( \rho(A_0, \theta) \), we define

\[
\tau \overset{\rho}{=} \inf \left\{ \frac{\rho(\sigma, \theta)}{\theta} \right\}, \quad \theta > 0 \tag{15}
\]

Then \( \tau \) is the delay margin of the system in (10) is stable for all \( \tau \in (0, \tau) \) and becomes unstable at \( \tau = \tau \).
The system (10) is stable independent of the time delay if the following condition is satisfied:

\[
p(j\omega - A, A_j) = p(j\omega - A, e^{-j\omega \tau}) > 1 \text{ for } \omega > 0, \quad \tau \geq 0
\]  

(15)

Condition (15) implies that the system is stable if \( \tau = 0 \), that is, det \( A + A_j \) \( \neq 0 \). Now we assume that the system becomes unstable for some value of \( \tau \). This means \( \tau_c < \infty \). Now, we assume that:

\[
det(j\omega - A - A_j e^{-j\omega i}) \neq 0 \quad \forall \omega \in (0, \infty)
\]  

(16)

This can be true for \( \omega \neq \omega_i \), and consequently at this condition:

\[
\lambda_i(j\omega - A_i \neq 0) \quad i = 1, \ldots, n
\]  

(17)

For any \( \tau \in [0, \tau_c) \), \( \tau \omega_i \neq \omega_i \) we must have:

\[
det(j\omega I - A - A_j e^{-j\omega \tau}) = 0
\]  

(18)

When \( \tau = \tau_c \) there is a pair \( (\omega_i, \theta_i) \) that satisfy \( \tau_c = \theta_i / \omega_i \), and consequently:

\[
det(j\omega I - A - A_j e^{-j\omega \tau_c}) = \det(j\omega I - A - A_j e^{-j\omega i}) = 0
\]  

(19)

Corollary 1 (Kequin Gu et al. 2003): The system (10) is stable independent of delay if and only if:

(i) \( A \) is stable,

(ii) \( A + A_j \) is stable, and

(iii) \( p(j\omega I - A - A_j) > 1, \quad \forall \omega > 0 \)

The three conditions in Corollary 1 represent the delay independent stability, where (i) states that the system is stable at \( \tau = 0 \), (ii) the system is stable at \( \tau = \infty \) and (iii) the system is stable for every \( \tau \) in the range \( \tau \in [0, \infty) \).

Theorem 1 determines both the delay independent and the delay dependent stability. First we can verify the delay independent stability by checking the following condition:

\[
p(j\omega I - A - A_j) > 1 \quad \forall \omega \in (0, \infty)
\]

If the above condition is satisfied then the system is stable independent of time delay and if it is not satisfied for some values of \( \omega \) that makes \( p(j\omega I - A - A_j) < 1 \) then we calculate the crossing frequencies using the following algorithm:

**Step 1:** With the given system parameters, compute \( A \) and \( A_j \). Using the sweeping test, check if the system is stable independent of delay or not, that is \( p(j\omega I - A - A_j) > 1 \) for \( \omega \in (0, \infty) \). If for some values of \( \omega \), \( p(j\omega I - A - A_j) = 1 \), then proceed to step 2, otherwise the system is stable independent of the time delay.

**Step 2:** Define a range \( \omega \in [\omega_i, \omega_j] \). At \( \omega_i \) the spectral radius \( p(j\omega I - A - A_j) < 1 \) and at \( \omega_j \) the spectral radius \( p(j\omega I - A - A_j) > 1 \). Now the crossing frequency, \( \omega_c \), lies in the range from \( \omega_i \) to \( \omega_j \), in other words \( \omega_c \in [\omega_i, \omega_j] \).

**Step 3:** Use the binary iteration to find the crossing frequency, \( \omega_c \), with a given error tolerance \( \omega_{\text{error}} \) (Elkawafi, Khalil, Elgaiyar, & Wang 2016; Khalil, Elkawafi, Elgaiyar, & Wang 2016). We set \( \omega_{\text{error}} = (\omega_i + \omega_j) / 2 \), if

\[
p(j\omega_c I - A - A_j) > 1 \quad \text{then } \omega_c = \omega_{\text{error}}\text{ and if}
\]

\[
p(j\omega_c I - A - A_j) < 1 \quad \text{then } \omega_c = \omega_{\text{error}}\quad \text{Now the search range is reduced every iteration until the desired accuracy is reached.}
\]

**Step 4:** When the desired accuracy is reached we calculate \( \theta_k \), the crossing angles, through solving \( \lambda_k(j\omega I - A - A_j) = e^{-j\omega \theta_k} \). Finally, \( \tau_c = \min_{k=1,N} \theta_k / \omega_k \) is the desired delay margin.

IV. CASE STUDY

A case study DC Microgrid consists of two Boost converters is chosen, the parameters are given in Table I.

**TABLE I DC MICROGRID PARAMETERS**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_1 )</td>
<td>4000 ( \mu )F</td>
<td>( R_1 )</td>
<td>0.04 ( \Omega )</td>
<td>( I_{DC} )</td>
<td>10 kHz</td>
</tr>
<tr>
<td>( C_2 )</td>
<td>2000 ( \mu )F</td>
<td>( R_2 )</td>
<td>0.04 ( \Omega )</td>
<td>( U_{bus} )</td>
<td>550 V</td>
</tr>
<tr>
<td>( L_1 )</td>
<td>5 ( mH )</td>
<td>( k_{i0} )</td>
<td>1</td>
<td>( U_{bus} )</td>
<td>550 V</td>
</tr>
<tr>
<td>( L_2 )</td>
<td>5 ( mH )</td>
<td>( k_{i0} )</td>
<td>100</td>
<td>( U_{bus} )</td>
<td>550 V</td>
</tr>
<tr>
<td>( R )</td>
<td>0.037 ( \Omega )</td>
<td>( k_{i0} )</td>
<td>0.01</td>
<td>( U_{bus} )</td>
<td>750 V</td>
</tr>
<tr>
<td>( L_c )</td>
<td>0.1 ( mH )</td>
<td></td>
<td></td>
<td>( D_c )</td>
<td>0.27</td>
</tr>
<tr>
<td>( L_{bus} )</td>
<td>13 ( A )</td>
<td>( k_{i0} )</td>
<td>40</td>
<td>( D_c )</td>
<td>0.27</td>
</tr>
<tr>
<td>( R_c )</td>
<td>13 ( A )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A. Delay Margin Computation

Using the parameters in Table I, the DC Microgrid is implemented in Matlab/Simulink. The output voltage without time delay is shown in Fig. 8. The output voltage is stable at 750 V even with the fluctuations in the DC PV sources. The DC voltages of the two sources (\( u_{bus} \) and \( u_{bus} \)) are shown in Fig .9. The output PV voltages of the two arrays change from 460 V to 540 V, however the DC bus voltage remains constant at 750 V which shows the effectiveness of the control strategy.

The currents passing through the inductors are shown in Fig. 10. It is clear that the current sharing is achieved. Solving (19) the delay margin (maximum allowable delay bound) (Khalil and Wang 2011), the crossing frequency is 146.1951 Hz and the crossing angle is 1.9588 rad which makes the delay margin 13.3985 ms. The spectral radius, \( \rho \), as function of the frequency is shown in Fig. 11. When the frequency is larger than 146.1951 Hz, the spectral radius becomes larger than 1. The output voltage with different time delays is shown in Fig 12. The system is nearly stable with 13.3985 ms and unstable with 14 ms which proves the accuracy of the results.

Fig. 8. The output voltage without time delay
B. Delay Margin Computation

The load is very important parameter in the stability of the DC Microgrid (Li Guo, Yibin Feng, Xialin Li, Chengshan Wang, & Yunwei Li 2014). The delay margin as a function of the load resistance is shown in Fig 13. The delay margin decreases with increasing the load resistance. The delay margin as function of the capacitors $C_1$ and $C_2$ is shown in Fig. 14. As can be seen from Fig. 14, the delay margin decreases with increasing the capacitances in the range (0-1 mF). When the capacitance increases beyond 1 mF, the delay margin increases with increasing the capacitance. The DC sources of the two DC/DC converters are supplied through two PV arrays where their voltages are subject to variations because of the variable radiation and temperature. The delay margin as function of the input DC sources is shown in Fig. 15. The delay margin decreases linearly with increasing the input DC sources. It is found that the other parameters have a small effect on the delay margin. For example, the delay margin as function of the variations in $R_{L1}$ and $R_{L2}$ is shown in Fig. 16.

The impact of the controllers’ parameters on the delay margin is also investigated. The delay margin as function of the master voltage controller parameters is shown in Fig. 17 and 18. The delay margin decreases with increasing $k_i$ and increases with increasing $k_p$. The delay margin as function of the master current controller and the slave current controller is shown in Figs. 19-22.
Fig. 15. The delay margin as function of the DC sources

Fig. 16. The delay margin as function of $R_{L1}$ and $R_{L2}$

Fig. 17. The delay margin as function of $k_{i0}$

Fig. 18. The delay margin as function of $k_{p0}$

Fig. 19. The delay margin as function of $k_{i1}$

Fig. 20. The delay margin as function of $k_{i1}$
Fig. 21. The delay margin as function of $k_{i2}$

Fig. 22. The delay margin as function of $k_{p2}$

V. CONCLUSIONS

This paper presents the delay dependent stability analysis of PV based DC Microgrid. The DC Microgrid implements a Master-Slave control strategy where the reference current signal is distributed through communication network. The DC Microgrid forms a time delay system. The delay margin that determines the stability of the system is calculated using the sweeping test and the binary iteration algorithm. The impact of the system and the controller parameters on the delay margin is investigated. The load resistance and the capacitor values have strong effect on the delay margin. It is found that the delay margin decreases with increasing the load resistance while it increases with increasing the capacitor values. The delay margin depends on the master voltage controller, while it increases with increasing the capacitor values. The delay margin decreases with increasing the load resistance and the capacitor values have strong effect on the delay margin. The delay margin decreases with increasing the load resistance and the capacitor values have strong effect on the delay margin.
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