Abstract: This paper presents a simple generalized pulse width modulation algorithm for induction motor drives. The conventional space vector approach requires the angle and sector information to calculate the actual gating times of the inverter, which increases the complexity of the pulsewidth modulation algorithm. Hence to reduce the complexity, the proposed approach generates the actual gating times from the instantaneous sampled reference phase voltages only. Moreover, the proposed generalized pulse width modulation algorithm uses a unified expression for offset time from which by varying a parameter various PWM algorithms can be generated. The current ripple characteristics of various pulsewidth modulation algorithms are analytically modelled. With the aid of these characteristics, high performance pulsewidth modulation algorithm has been developed. To verify the proposed high performance pulsewidth modulation algorithm, numerical simulation studies have been carried out and results have been presented.
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1. Introduction

Nowadays the voltage source inverters (VSI) are becoming popular in many industrial drive applications. The variable speed drive applications require variable voltage, variable frequency voltages, which can be obtained from a VSI. At present, there are many voltage modulation methods for VSI in order to obtain variable voltage and variable frequency supply voltages. A detailed survey on various pulse width modulation (PWM) algorithms is given in [1]. Of the various PWM algorithms, space vector PWM (SVPWM) is popular due to its numerous advantages when compared with the sinusoidal PWM (SPWM) algorithm [2]. The SVPWM algorithm distributes the zero voltage vector time equally among the two possible zero voltage vectors. The SVPWM algorithm gives superior performance at lower modulation indices. Moreover, as the SVPWM algorithm is a continuous PWM (CPWM) algorithm it gives more switching losses of the inverter. By utilizing the freedom of division of zero state time, various discontinuous PWM (DPWM) algorithms can be generated. The DPWM methods result in reduced switching losses and reduced harmonic distortion at higher modulation indices [3-7]. To analyze the PWM algorithms in view of harmonic distortion, expressions have been derived in a simple form by using the notion of stator flux ripple in [3]. Also, by using the notion of current ripple, expressions for harmonic distortion have been derived in [7-8]. However, the conventional space vector approach [2-8] requires the angle and sector information for the calculation of gating signals, which increases the complexity involved in the PWM algorithm. To reduce the complexity involved in the conventional space vector approach, a unified voltage modulation algorithm have been developed in [9] by using the concept effective time.

This paper presents a generalized PWM (GPWM) algorithm, which uses an unified offset time expression. By varying zero voltage vector time partition factor \(k_o\) in the proposed PWM algorithm various DPWM algorithms can be generated along with the SVPWM algorithm. Moreover, the current ripple analysis of various PWM algorithms has been presented from which high performance PWM algorithm has been developed.

2. Proposed GPWM algorithm

As the conventional space vector approach requires the angle and sector information, the complexity involved in the PWM algorithm is more. Hence, to reduce the complexity involved in the conventional space vector approach, the proposed GPWM algorithm uses the notion of imaginary switching times. Assume the three-phase reference phase voltages as given in (1) and (2).

\[
V_{in} = V_{ref} \cos(\theta - 2(r-1)\pi/3) \tag{1}
\]

\[
V_{ix} = V_{ref} \cos(\theta - 2(r-1)\pi/3 - \pi/6) \tag{2}
\]

where \(i = a, b, c\) and \(r = 1, 2, 3\). The values of
imaginary switching times are directly proportional to the instantaneous phase voltages and can be defined as in (3) and (4) [9-10].

\[
T_{in} = \frac{V_{in}}{V_{dc}} T_s \quad i = a, b, c \tag{3}
\]

\[
T_{tc} = \frac{V_{tc}}{V_{dc}} T_s \quad i = a, b, c \tag{4}
\]

These switching times may be negative when the corresponding phase voltage is negative and hence these are called as imaginary switching times. The maximum, medium and minimum imaginary switching times can be evaluated in each sampling time period from (5).

\[
T_{max} = \max(T_{in}), T_{min} = \min(T_{in}) \tag{5}
\]

\[
T_{max,x} = \max(T_{tc}), T_{mid,x} = \min(T_{tc}) \tag{6}
\]

Then, the actual switching times of the active states can be calculated as given in (7) [10].

\[
T_k = T_{max} - T_{mid}; \quad T_k+1 = T_{mid} - T_{min} \tag{7}
\]

The zero voltage vector time can be calculated as given in (8).

\[
T_z = T_{k} - T_{k-1} = T_{k} - T_{max} + T_{min} \tag{8}
\]

To generate the various DPWM algorithms along with the SVPWM algorithm, the proposed algorithm utilizes the unequal distribution of zero state time. The proposed algorithm divides the zero state time among the two possible zero voltage vectors as given in (9).

\[
T_{0} = k_{o}T_{z} \quad T_{2} = (1 - k_{o})T_{z} \tag{9}
\]

Then the generalized expressions for the actual gating times in terms of the unified offset time are as given in (10).

\[
T_{g} = T_{in} + T_{offset} \tag{10}
\]

where \( T_{offset} = T_{0}(1 - k_{o}) + k_{o}(T_{2}) \).

In the proposed GPWM algorithm, by varying the zero voltage vector time partition parameter \( k_{o} \) between 0 and 1, various PWM algorithms can be generated as shown in Table 1.

<table>
<thead>
<tr>
<th>PWM algorithm</th>
<th>( k_{o} ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVPWM</td>
<td>0.5</td>
</tr>
<tr>
<td>DPWMMIN</td>
<td>1</td>
</tr>
<tr>
<td>DPWMMAX</td>
<td>0</td>
</tr>
<tr>
<td>DPWM0</td>
<td>( \frac{T_{max,x} + T_{min,x}}{T_{max}} &lt; 0 \Rightarrow k_{o} = 0 )</td>
</tr>
<tr>
<td></td>
<td>( \frac{T_{max,x} + T_{min,x}}{T_{max}} \geq 0 \Rightarrow k_{o} = 1 )</td>
</tr>
<tr>
<td>DPWM1</td>
<td>( \frac{T_{max} + T_{min}}{T_{max}} &lt; 0 \Rightarrow k_{o} = 1 )</td>
</tr>
<tr>
<td></td>
<td>( \frac{T_{max} + T_{min}}{T_{max}} \geq 0 \Rightarrow k_{o} = 0 )</td>
</tr>
<tr>
<td>DPWM2</td>
<td>( \frac{T_{max,x} + T_{min,x}}{T_{max}} &lt; 0 \Rightarrow k_{o} = 1 )</td>
</tr>
<tr>
<td></td>
<td>( \frac{T_{max,x} + T_{min,x}}{T_{max}} \geq 0 \Rightarrow k_{o} = 0 )</td>
</tr>
<tr>
<td>DPWM3</td>
<td>( \frac{T_{max} + T_{min}}{T_{max}} &lt; 0 \Rightarrow k_{o} = 0 )</td>
</tr>
<tr>
<td></td>
<td>( \frac{T_{max} + T_{min}}{T_{max}} \geq 0 \Rightarrow k_{o} = 1 )</td>
</tr>
</tbody>
</table>

The modulation index \( (M_{i}) \) can be defined as “the ratio of the required peak fundamental magnitude to the maximum fundamental output in six-step mode” and given in (11).

\[
M_{i} = \frac{\sqrt{3} V_{ref}}{\pi V_{dc}} \tag{11}
\]

The modulating waveforms of various PWM algorithms at different modulation indices are as shown in Fig. 1-Fig. 7.

![Fig. 1 modulating waveforms for SVPWM](image1.png)

![Fig. 2 modulating waveforms for DPWMMIN](image2.png)

![Fig. 3 modulating waveforms for DPWMMAX](image3.png)

![Fig. 4 modulating waveforms for DPWM0](image4.png)

![Fig. 5 modulating waveforms for DPWM1](image5.png)
3. RMS Current Ripple Analysis

In the space vector approach, the reference voltage vector will be constructed in the average manner over a sampling time period but not in instantaneous fashion. Hence, there is always a ripple voltage vector between the applied and reference voltage vectors. The error voltage vector can be defined as given in (12).

\[ V_{rip} = V_{applied} - V_{ref} \]  \hspace{1cm} (12)

The allied voltage vector may be any one of the possible voltage vectors (from \( V_0 \) to \( V_7 \)). From the voltage ripple vector, the current ripple vector can be calculated by using (13).

\[ i_{rip} = \frac{1}{\sigma_s} \int_{0}^{T} V_{rip} dt \]  \hspace{1cm} (13)

The proposed GPWM algorithm uses 0127-7210 sequence when \( k_o = 0.5 \), 012-210 sequence when \( k_o = 1 \) and 721-127 sequence when \( k_o = 0 \). The pole voltage waveforms along with the time interval of the proposed GPWM algorithm are as shown in Fig. 8 in the first sector. As the all sectors are symmetric, the analysis of current ripple is limited to the first sector only.

In the first sector, the voltage ripple vectors and the variation of the current ripple by the application of corresponding voltage vectors are shown in Fig. 9. Also, from this figure, it can be observed that the current ripple has zero mean value in a sampling time period. Then the current ripple vectors are given by as follows:

\[ i_{r1} = \frac{V_1 - V_{ref}}{\sigma_s} T_1 = \frac{V_{r1}}{\sigma_s} T_1 \]  \hspace{1cm} (14)

\[ i_{r2} = \frac{V_2 - V_{ref}}{\sigma_s} T_2 = \frac{V_{r2}}{\sigma_s} T_2 \]  \hspace{1cm} (15)

\[ i_{rz} = -\frac{V_{ref}}{\sigma_s} T_z = \frac{V_{r}^z}{\sigma_s} T_z \]  \hspace{1cm} (16)

From Fig. 9, the d,q components of the voltage ripple vectors can be obtained as given in (17) – (19).

\[ V_{r1d} = \frac{2}{3} V_{dc} \sin \alpha \cdot V_{r1q} = \frac{2}{3} V_{dc} \cos \alpha - V_{ref} \]  \hspace{1cm} (17)

\[ V_{r2d} = \frac{2}{3} V_{dc} \sin (\alpha' - \alpha) \cdot V_{r2q} = \frac{2}{3} V_{dc} \cos (\alpha' - \alpha) - V_{ref} \]  \hspace{1cm} (18)

\[ V_{rzd} = 0 ; V_{r2q} = -V_{ref} \]  \hspace{1cm} (19)

Fig. 8 the pole voltages for the proposed GPWM algorithms in the first sector

In the first sector, the voltage ripple vectors and the variation of the current ripple by the application of corresponding voltage vectors are shown in Fig. 9. Also, from this figure, it can be observed that the current ripple has zero mean value in a sampling time period. Then the current ripple vectors are given by as follows:
The corresponding current ripple vectors can be given as below:

\[ i_{r1} = i_{d1} + j_i q_1 = \frac{2}{3} V_{dc} \sin \alpha \frac{T_1}{T_s} + j \frac{2}{3} V_{dc} \cos \alpha - V_{ref} \frac{T_1}{T_s} \] (20)

\[ i_{r2} = i_{d2} + j_i q_2 = \frac{2}{3} V_{dc} \sin(60\alpha - \alpha) \frac{T_2}{T_s} + j \frac{2}{3} V_{dc} \cos(60\alpha - \alpha) - V_{ref} \frac{T_2}{T_s} \] (21)

\[ i_{r3} = i_{d3} + j_i q_3 = 0 + j \frac{-V_{ref}}{T_z} \] (22)

In the conventional space vector approach, the active voltage vector switching time expressions can be obtained as given in (23) and (24).

\[ T_1 = \frac{2\sqrt{3}}{\pi} \frac{M_i}{L_s} \sin(60\alpha - \alpha) \frac{T_s}{T_s} \] (23)

\[ T_2 = \frac{2\sqrt{3}}{\pi} \frac{M_i}{L_s} \sin(\alpha) \frac{T_s}{T_s} \] (24)

From (23) and (24) the expressions of \( \sin \alpha \), \( \cos \alpha \) and \( \cos(60\alpha - \alpha) \) can be obtained as

\[ \sin \alpha = \frac{\pi T_2}{2\sqrt{3} M_i T_s} \] (25)

\[ \cos \alpha = \frac{\pi (T_1 + 0.5T_2)}{3 M_i T_s} \] (26)

\[ \cos(60\alpha - \alpha) = \frac{\pi (0.5T_1 + T_2)}{3 M_i T_s} \] (27)

By substituting (25), (26) and (27) in (20), (21) and (22), the d-axis and q-axis ripple expressions can be obtained as given in (28) – (30).

\[ i_d = i_{d1} = \frac{T_1}{\alpha L_s} \left( \frac{\pi}{3} \right) \] (28)

\[ i_q = \frac{T_1}{\alpha L_s} \left( \frac{\pi}{3} \right) \] (29)

\[ i_{q2} = \frac{T_2}{\alpha L_s} \left( \frac{\pi}{3} \right) \] (30)

The current ripple vectors shown in Fig. 9 can be resolved along d-and q-axis, which are fixed to the synchronously rotating reference frame as shown in Fig. 10.

The q-axis, d-axis rms current ripple over a sampling time period or subcycle (\( T_s \)) can be given as in (31) and (32).

\[ i_{q,\text{rms,sub}} = \frac{1}{T_s} \int_{0}^{T_s} i_{q,\text{rip}} \, dt \] (31)

\[ i_{d,\text{rms,sub}} = \frac{1}{T_s} \int_{0}^{T_s} i_{d,\text{rip}} \, dt \] (32)

The total rms current ripple over a subcycle can be calculated using (33).

\[ i_{\text{rms,subcycle}} = i_{q,\text{rms,sub}}^2 + i_{d,\text{rms,sub}}^2 \] (33)

In the space vector approach, all the sectors are symmetrical and hence the integration of the square of the rms current ripple per subcycle over one sector gives the square of the rms current ripple as shown in (34).

\[ i_{\text{rms}}^2 = \frac{\pi}{3} \int_{0}^{T_s} i_{\text{rms,subcycle}}^2 \, d\alpha \] (34)

From Fig. 10, the expressions for q-axis and d-axis current ripple over a subcycle can be given as in (35) and (36).
The number of switchings of the SVPWM algorithm in a subcycle is three, whereas for the DPWM algorithms is two. Moreover, the DPWM algorithms clamp any one of the phases to either positive dc bus or negative dc bus for a total period of 120° over a fundamental cycle. Hence, the switching losses of the associated inverter leg are eliminated. Hence, the switching frequency of the above DPWM algorithms is reduced by 1/3 when compared with SVPWM algorithm. Hence a switching frequency coefficient can be introduced as defined in (37).

$$k_{sw} = \frac{f_{sw, SVPWM}}{f_{sw, DPWM}}$$  \hspace{1cm} (37)

To maintain constant average switching frequency, $k_{sw}$ is taken as $2/3$. Thus the proposed harmonic analysis is capable of estimating d-axis and q-axis stator current ripples individually. Total harmonic distortion (THD) of the current waveform is equally affected by the d-axis and q-axis current ripples. On the other hand, torque pulsation mainly depends on q-axis ripple, and is practically independent of d-axis current ripple. By using (33), the rms current ripple over a subcycle is plotted against the angle $\alpha$ with different modulation indices in Fig. 11–Fig. 14.

![Fig. 11 RMS current ripple over a subcycle against the angle $\alpha$ at $M_f = 0.4$.](image1)

![Fig. 12 RMS current ripple over a subcycle against the angle $\alpha$ at $M_f = 0.55$.](image2)

![Fig. 13 RMS current ripple over a subcycle against the angle $\alpha$ at $M_f = 0.7$.](image3)

![Fig. 14 RMS current ripple over a subcycle against the angle $\alpha$ at $M_f = 0.906$.](image4)

The variation of RMS current ripple over a sixty degrees period (sector) against the modulation index is plotted as shown in Fig. 15.

![Fig. 15 RMS current ripple over a sixty degrees (sector) against the modulation index.](image5)
From (33), it can be observed that the RMS current ripple is a function of modulation index also. By comparing the RMS ripple characteristics of different PWM algorithms, the zones of superior performance can be obtained. A comparison of SVPWM algorithm with the other DPWM algorithms is presented in Fig. 16 – Fig. 19. These figures give the boundary between the regions of superior performance of SVPWM and other DPWM algorithms. SVPWM algorithm gives better performance below the boundary line and above the boundary line DPWM algorithms give better performance.

Fig. 16 boundary between SVPWM and DPWMMIN and DPWM0 algorithms in first sector

Fig. 17 boundary between SVPWM and DPWMMAX and DPWM2 algorithms in first sector

Fig. 18 boundary between SVPWM and DPWM1 algorithms in first sector

Fig. 19 boundary between SVPWM and DPWM3 algorithms in first sector

From Fig. 11 to Fig. 19, it can be observed that the SVPWM algorithm gives less harmonic distortion at lower modulation indices whereas the DPWM algorithms give less harmonic distortion at higher modulation indices. Moreover, it can be observed that at all modulation indices DPWM3 results in reduced harmonic distortion when compared with the other DPWM algorithms.

4. High Performance PWM Algorithm:
The performance analysis conducted so far clearly shows that selecting SVPWM algorithm in the lower end of the linear modulation range and DPWM3 in the remainder results in a superior overall performance when compared to the SVPWM algorithm. The proposed high-performance PWM algorithm compares the rms current ripple values of SVPWM and DPWM3 in each sampling time period and uses any one of the PWM algorithms that results in reduced harmonic distortion. The flowchart of proposed high-performance PWM (HPPWM) algorithm is shown in Fig. 20.

![Flowchart of proposed HPPWM algorithm](image-url)
5. Simulation Results and Discussion:

To verify the proposed high-performance PWM algorithm, numerical simulation studies have been carried out and results have been presented. Simulation studies have been carried out at different supply frequencies (different modulation indices). The steady state current waveforms along with the total harmonic distortion (THD) values for SVPWM algorithm based drive are shown from Fig. 21 to Fig. 22. The simulation results of proposed high-performance PWM algorithm based drive are shown from Fig. 23 to Fig. 24.

From the simulation results, it can be observed that the proposed high-performance PWM algorithm gives superior waveform quality when compared with the SVPWM algorithm. Also, proposed PWM algorithm gives spread spectra and hence reduces the acoustical noise of the induction motor. Thus, the proposed algorithm reduces both the harmonic distortion and acoustical noise.
6. Conclusions
As the conventional space vector approach requires the angle and sector information to calculate the actual gating times of the inverter, the complexity involved in the PWM algorithm is more. To reduce the complexity involved in the conventional space vector approach, this paper presents a novel approach using the concept of offset time. By varying a constant in the generalized offset time expression, various DPWM algorithms have been developed along with the SVPWM algorithm. The harmonic analysis of the various PWM algorithms has been carried out by using the concept of current ripple. To reduce the harmonic distortion at all modulation indices, a simple high-performance PWM algorithm has been proposed by utilizing the current ripple characteristics. From the simulation results, it can be observed that the proposed high-performance PWM algorithm gives superior performance when compared with the SVPWM algorithm.
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