ACHIEVEMENT OF CASCADED MULTIRATE FIR FILTER STRUCTURES WITH CSE AND CSD
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Abstract: Decimation and interpolation play vital role in multirate signal processing for sampling rate conversion (SRC). Area optimization is also very important to meet efficient filter structures in multirate signal processing systems. This paper proposes an area efficient multirate FIR filter structure for sampling rate conversion (SRC) from Digital Audio Tape (DAT) to Compact Disc (CD) by cascading three stages of linear phase multirate FIR filters with different sampling rates. The filter structures are implemented using two different approaches, namely, coefficient symmetry and polyphase approach. Area reduction in these structures is achieved by using Common Subexpression Elimination (CSE) technique with CSD (Canonic Signed Digit) and binary representations of filter coefficients. The proposed designs are implemented using MATLAB Simulink model and the Verilog code is generated using HDL coder. The performance of proposed structures is achieved using the Altera Quartus tool and the results are compared with conventional polyphase and coefficient symmetry approaches in terms of area and delay.
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1. Introduction

Multirate digital signal processing play an increasingly important role in modern digital telecommunications theory in which digital transmission systems are required to handle data at several rates[1]. Modern high performance digital signal processing (DSP) systems exploit the benefits of Multirate systems in widespread applications, such as, frequency multiplexing and demultiplexing, digital audio tape, subband coding, conversion from CD to DAT and vice versa [2]. Systems that use different sampling rates at different stages are known as the multirate systems. The multirate techniques are used to convert the given sampling rate to the desired sampling rate, and to provide different sampling rates through the system without destroying the signal components of interest. The upsample and downsample are the basic building blocks in sampling rate conversion [3][4][5]. The multirate system consists of adder, multiplier, delay, upsample and downsample to obtain the sampling rate conversion shown in Fig.1. A discrete time input signal is upsampled by a factor of L in upsample or interpolator and the output p(n) is passed into a filter with transfer function H(z). This output q(n) is downsampled by a factor of M in decimator giving the desired output y(n).

![Fig.1. Block diagram of Multirate system](image)

The time domain representation of an upsampling and downsampling is given in equation (1) and (2).

\[ y(n) = \begin{cases} 
 x\left(\frac{n}{L}\right) & \text{for } n = 0,\pm L,\pm 2L,\pm 3L,\ldots \\
 0 & \text{elsewhere} 
\end{cases} \]  

(1)

\[ y(n) = \begin{cases} 
 x(nM) & \text{for } n = 0,\pm M,\pm 2M,\pm 3M,\ldots \\
 0 & \text{elsewhere} 
\end{cases} \]  

(2)

2. Related Work

A lot of work is being done in the field of a Multirate signal processing system that employs different sampling rates. The filter design using contention resolution algorithm for weight-two subexpressions (CRA-2) has been developed for the common subexpression elimination. This approach provides significant reduction in number logic operators[7]. Area efficient hardware implementation of polynomial systems are achieved by applying algebraic techniques to enhance common subexpression elimination[8]. The cascaded integrator-comb (CIC) interpolation filter is included within a digital to analog converter and includes two upsamplers to have reduction in area and power requirements [9]. The method of determining filter coefficients for each filter stage from an associated group of sample points out of the first plurality of sample points is discussed in [10]. Interpolator is used to increase the dot density of the digital oscilloscope [11]. Efficient polyphase decimation filter design includes an odd/even sample delay line to allow faster...
clocking of the FIR filter[12]. Low power and high speed digital filter having reduced number of adders using vertical CSD code words is discussed in [13]. In a digital transceiver, to narrow down a received wideband to a desired channel and to achieve desired sampling rate, interpolation and decimation methods are used[14]. A multirate filter as well as a display system and a mobile phone comprising a multirate filter. Digital filters find widespread use in audio and video processing which includes mobile phones, set top boxes, digital television sets. A discrete time signal resampling circuit is discussed in [15]. Full duplex operation and echo cancellation are utilized for both voice and date to implement multirate wire line modem apparatus. This wire line modem apparatus operable at either of two rates which are transmission or reception modes[16]. The method of Performing 8-point IDCT with common factors are discussed in [17]. Area optimization is one of the most important technique in digital circuits design and implementation of DSP computations. Several area optimization techniques have been analyzed in literatures, including multiple constant multiplication (MCM), common subexpression elimination(CSE), canonic signed digit (CSD) representation of filter coefficients. In finite impulse response filter designs with fixed coefficients, constant multiplications are performed with a set of add and shift operations and the optimization is obtained with the help of common subexpression techniques[18]. Low complexity digital filter implementation can also be performed with minimum number of full adders and improved speed as discussed in [19]. High speed finite impulse response (FIR) filters are designed using non recursive signed common subexpression elimination algorithm[20]. The implementation complexity is minimized with coefficient symmetry,[21],[22],[23].The methods proposed in [24] and [25] eliminate redundant computations in multiplier blocks by employing the most common horizontal subexpressions among the CSD coefficients. As in [26], the transposed direct form CSD filter structures with minimum number of adders can be realized by efficiently combining horizontal and vertical common subexpressions that exist in the filter coefficients. Hence the area efficient structures are obtained by optimizing the filter coefficients of multirate filters. To have a further area reduction, the common subexpression elimination technique applies to the CSD representation of filter coefficients. Arithmetic Complexity reduction is discussed in Farrow filter[27].

In this work, multirate FIR filter structures are implemented using coefficient symmetry and polyphase approach with area reduction by adopting the CSE technique applied to the CSD representation of filter coefficients. The results are analyzed in terms of area and delay constraints. This rest of the paper is organized as follows, Section 2, discusses the survey of existing multirate filter structure implementations and its area optimizations. and in section 3, the problem formulation of the work is defined. In section 4, polyphase filter structures are discussed. Section 5 proposes cascaded Multirate linear phase FIR filter structures with CSE and CSD and its synthesis results are discussed in section 6. Finally, section 7 concludes the work.

3. Problem Formulation
The problem to be solved is described as a flow chart as in Fig.2. For filter coefficients are modified in terms of centosymmetric matrix elements and CSE and CSD is applied to represent multipliers in terms of shift and add operations.

![Flow Diagram](image)

Fig.2. Flow Diagram

The problem to be solved is discussed in this section. This work proposes cascaded multirate filter structures to perform sampling rate conversion(SRC) from DAT to CD. The cascaded structure is achieved using three stages. Each of the structures are implemented using coefficient symmetry with CSE and CSD and they are connected together to get DAT to CD conversion. To perform DAT to CD conversion, the SRC factor 147/160 is needed. Here the upsampling factor (L) 147 is decomposed into three parts 7*7*3 and the downsampling factor(M) 160 is divided into three components 5*8*4. So the three structures used here are 7/5 SRC,7/8 SRC and 3/4 SRC. Fig.2 shows the general flow diagram of the proposed work. The order for all the three structures are considered here is 33. The sampling rate conversion by a factor of (L/M) with filter order N is discussed here. $y_{n,t}$ is represented as shown below.
\[ y_{n,L} = H_{L,(p+q+1)} x_{m+p,m-q} \]

where \( y_{n,L} \) is a vector of \( L \) consecutive output samples, and is represented by

\[
\begin{bmatrix}
y(n) \\
y(n+1) \\
y(n+2) \\
y(n+3) \\
y(n+4) \\
\vdots \\
y(n+L-1)
\end{bmatrix}
= \begin{bmatrix}
x(m+p) \\
x(m+p-1) \\
x(m+p-2) \\
x(m+p-3) \\
x(m+p-4) \\
\vdots \\
x(m-q)
\end{bmatrix}
\]

where \( m, n, p \) and \( q \) are integers and are given by

\[ m = \frac{M}{L} \cdot n \quad , \quad n = 0, L, 2L, 3L, 4L, \ldots \]

\[ p = \left\lfloor \frac{(L-1)M}{L} \right\rfloor, \quad q = \left\lfloor \frac{N}{L} \right\rfloor \]

\( H_{L,(p+q+1)} \) is a matrix containing the filter coefficients with \( L \) rows and \( p+q+1 \) columns. The input signal vector \( x \) consists of \( p+q+1 \) signal samples that are arranged in descending order. \( L \) and \( M \) are interpolation factor decimation factor.

Symmetry property is needed for the filters because the memory requirement for storing coefficients becomes half of the size needed when compared with anti symmetrical filter. The filter coefficients that satisfies the condition \( h(k) = 0 \) for \( k < 0; k > N \) are used for applying coefficient symmetry. After applying coefficient symmetry, the rows in the \( H \) matrix having equal coefficients are identified and that is decomposed into two or more parts based on \( L, M \) and \( N \). The decomposed matrix is then represented in terms of centro symmetric matrix elements \( c \) and \( d \) in order to reduce the computational complexity. This \( c \) and \( d \) also vary with \( L, M \) and \( N \). For further improvement in the performance is achieved by applying CSE (Common sub expression Elimination) and CSD(Canonic Signed Digit)Technique. In CSE, binary representation is exploited for all the coefficients. Also the coefficients which shares the same inputs are arranged and the patterns are identified. So this approach effectively replaces the multipliers in terms of adders and shifters which further reduces the computational complexity. Similarly, the CSD is a unique representation which is represented by using an iterative procedure given below.

\[
\begin{align*}
u_{i-1} &= 0, w_{i-1} = 0 \\
u_n &= u_{n-1}
\end{align*}
\]

for \( (i = 0 \) to \( n - 1) \)

\[
\begin{align*}
v_i &= u_i \oplus u_{i-1}, \\
w_i &= w_{i-1} \theta_i, \\
b_i &= (1 - 2u_{i+1})w_i
\end{align*}
\]

where \( u_n \) is the binary representation of a coefficient and \( b_i \) is the CSD representation of the coefficients.

The following terms to be used throughout this paper:
1. Coefficient Symmetry: The filter coefficients are selected in such a way that the symmetry property is satisfied. The matrix representation of output is decomposed in terms of centro symmetric matrix elements which reduces the multiplication complexity considerably.
2. Polyphase: The FIR transfer function is decomposed into \( M \) lower-order transfer functions, called the polyphase components, which are afterwards added together to compose the original overall transfer function.
3. CSE: Sub-expression elimination is a numerical transformation of the constant multiplications that can lead to efficient hardware in terms of area, power and speed. Sub-expression can only be performed on constant multiplications that operate on a common variable. It is essentially the process of examining the shift and add implementations of the constant multiplications and finding redundant operations. The number of bit-wise matches (nonzero bits) between all of the constants in the set are determined. By choosing the best match, redundancy is eliminated.
4. CSD: Using a canonic signed digit (CSD) representation, coefficients can be represented using the fewest number of non-zero bits. A number is said to be in CSD representation if no two nonzero digits are consecutive and the number of nonzero digits is minimal, where each bit is in the set \( \{0, +1, -1\} \) and the -1 is often denoted by \( \frac{1}{2} \).

4. Polyphase FIR Filter

In Polyphase filter, the overall transfer function is decomposed into several sub functions to have efficient realization. In this section, polyphase filter with sampling rate conversion (SRC) by a factor of 7/5, 7/8 SRC and 3/4 SRC have been discussed. In specific, the hammering coefficients of a polyphase filters are represented in terms of binary and canonic signed digit format (CSD). Also the polyphase structure with common subexpression technique has been addressed.

4.1 Polyphase filter with 7/5 SRC

For the filter design, the order is taken as 33. The output response \( y(n) \) of a polyphase filter with upsampling factor 7 and downsampling factor 5 is given in equation (3). The symmetry of the coefficients are exploited for the design of a polyphase filter and is given in equation (4).
The number of filter coefficients \( h_0 \) of the polyphase filter are seventeen. These seventeen filter coefficients are represented in terms of binary with common subexpression elimination and CSD with common subexpression elimination.

### 4.2 Polyphase filter with 7/8 SRC

In this section, the polyphase filter with upsampling factor 7 and downsampling factor 8 is considered. In addition, the filter coefficients are represented in terms of binary CSE and CSD with CSE. The output response of a symmetric polyphase filter with order 33 is given in equation (5).

\[
\begin{bmatrix}
    y(n) \\
    y(n+1) \\
    y(n+2) \\
    y(n+3) \\
    y(n+4) \\
    y(n+5) \\
    y(n+6) \\
\end{bmatrix}
= 
\begin{bmatrix}
    0 & 0 & 0 & 0 & 0 & h_0 & h_1 & h_2 & h_3 \\
    0 & 0 & 0 & 0 & 0 & h_0 & h_1 & h_2 & h_3 \\
    0 & 0 & 0 & 0 & 0 & h_0 & h_1 & h_2 & h_3 \\
    0 & 0 & 0 & 0 & 0 & h_0 & h_1 & h_2 & h_3 \\
    0 & 0 & 0 & 0 & 0 & h_0 & h_1 & h_2 & h_3 \\
    0 & 0 & 0 & 0 & 0 & h_0 & h_1 & h_2 & h_3 \\
    0 & 0 & 0 & 0 & 0 & h_0 & h_1 & h_2 & h_3 \\
\end{bmatrix}
\begin{bmatrix}
    x(n) \\
    x(n+1) \\
    x(n+2) \\
    x(n+3) \\
    x(n+4) \\
    x(n+5) \\
    x(n+6) \\
\end{bmatrix}
\]  
(5)

### 4.3 Polyphase filter with 3/4 SRC

In this section, polyphase filter with upsampling factor 3 and downsampling factor 4 is considered. In addition, the filter coefficients are represented in terms of binary CSE and CSD with CSE. The output response of a symmetric polyphase filter with order 33 is given in equation (6).

\[
\begin{bmatrix}
    y(n) \\
    y(n+1) \\
    y(n+2) \\
    y(n+3) \\
    y(n+4) \\
    y(n+5) \\
\end{bmatrix}
= 
\begin{bmatrix}
    0 & 0 & 0 & 0 & 0 & 0 & h_0 & h_1 & h_2 & h_3 \\
    0 & 0 & 0 & 0 & 0 & 0 & h_0 & h_1 & h_2 & h_3 \\
    0 & 0 & 0 & 0 & 0 & 0 & h_0 & h_1 & h_2 & h_3 \\
    0 & 0 & 0 & 0 & 0 & 0 & h_0 & h_1 & h_2 & h_3 \\
    0 & 0 & 0 & 0 & 0 & 0 & h_0 & h_1 & h_2 & h_3 \\
    0 & 0 & 0 & 0 & 0 & 0 & h_0 & h_1 & h_2 & h_3 \\
\end{bmatrix}
\begin{bmatrix}
    x(n) \\
    x(n+1) \\
    x(n+2) \\
    x(n+3) \\
    x(n+4) \\
\end{bmatrix}
\]  
(6)

### 5. Multirate FIR Filter With Coefficient Symmetry

Multirate FIR filter is implemented using adder, multiplier and delay elements. Here the multiplier is the filter coefficients. The filter coefficients are represented in terms of BCSE and CSD CSE. This section deals with the multirate filters which performs sampling rate conversion from DAT to CD. The conversion is done using three stages which are 7/5 SRC, 7/8 SRC and 3/4 SRC. There are four types of linear phase FIR filter. A linear-phase FIR filter of order N is either characterized by a symmetric impulse response as given in (7), or by an asymmetric impulse response of a FIR filter as given in (8). In this work, the type-II linear phase FIR filter is preferred.

\[
\begin{align*}
    h(n) &= h(N - 1 - n) \\
    h(n) &= -h(N - 1 - n)
\end{align*}
\]  
(7)  
(8)

#### 5.1 Coefficient Symmetry

Coefficient symmetry is the technique which helps to reduce the implementation complexity [21][22][23]. For a filter having an order N, the first N/2 coefficients will be the same as the remaining coefficients for even values of N and the coefficient (N+1)/2 will be a loner in the middle of the filter array. If N is odd, the first (N+1)/2 coefficients will be the same as the remaining coefficients. The coefficient symmetry technique greatly reduces the multiplication complexity as only (N+1)/2 different filter coefficients are present. Hence the multiplication complexity can be reduced up to half of its original requirement. In this section, the coefficient symmetry approach is applied for all the three multirate filters 7/5 SRC, 7/8 SRC and 3/4 SRC.

The filter coefficients are represented in terms of centro-symmetric matrix elements. Then for each of the coefficients BCSE and CSD-CSE is applied to have optimum results in terms of area and delay.

#### 5.2 7/5 SRC with Coefficient Symmetry

The sampling rate conversion by a factor of 7/5 with filter order 33 is discussed in this section. The upsampling factor is seven and the downsampling factor is five. Since the upsampling factor is seven, the number of consecutive output samples is also seven.

The matrix representation of seven consecutive output samples is given in equation (9).

\[
y_{n,7} = H_{7 \times 9} \cdot x_{m+4,m-4}
\]  
(9)

for \( n = 0, 7, 14, 21, 28, \ldots \) and \( m = 0, 5, 10, 15, 20, \ldots \). To realize the efficient structure, the output response expression in matrix form is decomposed into two subparts and each of the subparts are represented using the centro-symmetric matrix elements \( c \) and \( d \). The centro-symmetric matrix elements \( c \) and \( d \) are the variables and they depends only on the filter coefficients [21]. The filter coefficients are predetermined. The \( I \) and \( J \) are identity and counter identity matrices. The computed output response in matrix form is given in equation (10).

\[
\begin{bmatrix}
    y(n) \\
    y(n+1) \\
    y(n+2) \\
    y(n+3) \\
    y(n+4) \\
    y(n+5) \\
\end{bmatrix}
= 
\begin{bmatrix}
    h_0 & h_1 & h_2 & h_3 \\
    h_0 & h_1 & h_2 & h_3 \\
    h_0 & h_1 & h_2 & h_3 \\
    h_0 & h_1 & h_2 & h_3 \\
    h_0 & h_1 & h_2 & h_3 \\
\end{bmatrix}
\begin{bmatrix}
    c_{00} & c_{01} & 0 & 0 \\
    0 & 1 & 1 & 1 \\
    0 & 0 & 1 & 0 \\
    0 & 0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
    I_2 & J_2 & I_2 & -J_2 \\
\end{bmatrix}
\begin{bmatrix}
    x_{m+1} \\
    x_{m+2} \\
\end{bmatrix}
\]  
(10)
given below.
\[ \begin{align*}
    c_{00} &= \frac{h_3 + h_3}{2}, \quad c_{01} = \frac{h_2 + h_2}{2}, \quad d_{00} = \frac{h_3 - h_3}{2}, \quad d_{01} = \frac{h_2 - h_2}{2} \\
    c_{10} &= \frac{h_3}{2}, \quad c_{11} = \frac{h_3}{2}, \quad c_{12} = \frac{h_{16}}{2}, \quad c_{13} = \frac{h_3 + h_3}{2} \\
    d_{10} &= \frac{-h_3}{2}, \quad d_{11} = \frac{-h_3}{2}, \quad d_{12} = \frac{-h_{16}}{2}, \quad d_{13} = \frac{h_3 - h_3}{2} \\
    c_{21} &= \frac{h_4}{2}, \quad c_{22} = \frac{h_4 + h_4}{2}, \quad c_{23} = \frac{h_4 + h_4}{2} \\
    d_{21} &= \frac{-h_4}{2}, \quad d_{22} = \frac{h_4 - h_4}{2}, \quad d_{23} = \frac{h_4 - h_4}{2}
\end{align*} \]

The complete structure for 7/5 sampling rate conversion of order 33 is shown in Fig.3.

5.2.1 Binary representation with CSE
The filter coefficients are obtained from the 1's. The binary representation is exploited for all the filter coefficients. Also the coefficients which share the same inputs are arranged and the patterns are identified. For example, the value of centrosymmetric matrix elements \( c_{11} \) is 0.0100 1101 0111 1101 and \( c_{21} \) is 0.0001 1010 0111 1110 . Here for both coefficients 5th, 10th, 11th, 12th, 13th and 14th bits are nonzero (ones). So these bits share the shifters which minimizes considerable amount of shifters. The two coefficients \( c_{11} \) and \( c_{21} \) are multiplied with the signal which is the delayed and downsampled version of the input signal. The resultant two outputs are given as the input for the delay and up-sampler block. Similarly all the constants or coefficients are represented in terms of shift and add operation instead of multiplication. So the number of multipliers have been reduced to zero but at the expense of shifters and adders. Similarly the value of centrosymmetric matrix elements \( c_{12} \) and \( c_{22} \) are 0.0111 1111 1011 1110 and 0.0110 1101 1110 0000. These coefficients are represented in terms of adders and shifters and is given in Fig.4 and Fig.5.

5.2.2. CSD with CSE
In this section, the filter coefficients are represented in canonic signed digit format. The patterns are identified between the centrosymmetric matrix elements which shares the same input sequence to have efficient design. Because finding the pattern reduces considerable number of shifts. The coefficients and their CSD form[6] is given below and if there is a pattern exists, this is indicated with the bold letter of 1's. The CSD value of the coefficient \( c_{21} \) is 0.0010 1010 1000 0001 and \( c_{11} \) is 0.0101 0010 1000 0010 . These two coefficients is multiplied with the same signal and is given in Fig.6. Similarly the value of \( c_{22} \) and \( c_{12} \) are 0.1001 0010 0010 0000 , 0.1000 0000 0100 0010 respectively which are given in Fig.7.
The binary and CSD representations of the above mentioned filter coefficients are listed in Table I. In binary representation, consecutive ones are possible, whereas CSD representation does not have consecutive ones. CSD representation is a unique representation[6].

<table>
<thead>
<tr>
<th>Coeff</th>
<th>Binary Representation</th>
<th>CSD Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>c_{11}</td>
<td>0.0100 1101 0111</td>
<td>0.0100 0100 1000</td>
</tr>
<tr>
<td>c_{21}</td>
<td>0.0001 1010 0111</td>
<td>0.0010 1010 0000</td>
</tr>
<tr>
<td>c_{12}</td>
<td>0.0111 1111 1011</td>
<td>0.1000 0000 0100</td>
</tr>
<tr>
<td>c_{11}</td>
<td>0.0110 1101 1110</td>
<td>0.1001 0100 0010</td>
</tr>
</tbody>
</table>

5.3 7/8 SRC with Coefficient Symmetry

In this section, the sampling rate conversion by a factor of 7/8 with filter order 33 is explained. The seven consecutive output samples can be expressed as a function of input samples and is given in the matrix equation (11)

\[
y_{n,7} = H_{7x1} \cdot x_{m+6,n-4} \tag{11}
\]

For \( n = 0, 7, 14, 21, 28, \ldots \) and \( m = 0, 8, 16, 24, 32, \ldots \)

For the six consecutive output samples, 5x5 identity and counter identity matrix [21][22] is used. The computed matrix is given in equation (12).

\[
\begin{bmatrix}
| f(0) | f(1) | f(2) | f(3) | f(4) | f(5) | f(6) | f(7) |
\end{bmatrix}
= \begin{bmatrix}
| I_9 | I_5 | I_5 | I_5 | I_5 | I_5 | I_5 |
\end{bmatrix}
\begin{bmatrix}
| h_k | h_{13} | h_{13} | h_{13} | h_{13} | h_{13} | h_{13} |
\end{bmatrix}
\begin{bmatrix}
| x_{m+6,n+3} |
\end{bmatrix}
\tag{12}
\]

The calculated twenty four centrosymmetric matrix elements \( c \) and \( d \) are given below

\[
c_{00} = \frac{h_k}{2}, c_{01} = \frac{h_{13}}{2}, c_{02} = \frac{h_{13}}{2}, c_{03} = \frac{h_{13}}{2}, c_{04} = \frac{h_{13}}{2}
\]

\[
d_{00} = \frac{-h_k}{2}, d_{01} = \frac{-h_{13}}{2}, d_{02} = \frac{-h_{13}}{2}, d_{03} = \frac{-h_{13}}{2}, d_{04} = \frac{-h_{13}}{2}
\]

\[
c_{11} = \frac{h_k}{2}, c_{12} = \frac{h_{13}}{2}, c_{13} = \frac{h_{13}}{2}, c_{14} = \frac{h_{13}}{2}
\]

\[
d_{11} = \frac{-h_k}{2}, d_{12} = \frac{-h_{13}}{2}, d_{13} = \frac{-h_{13}}{2}, d_{14} = \frac{-h_{13}}{2}
\]

\[
c_{22} = \frac{h_k}{2}, c_{23} = \frac{h_{13} + h_{13}}{2}, c_{24} = \frac{h_{13} + h_{13}}{2}
\]

\[
d_{22} = \frac{-h_k}{2}, d_{23} = \frac{h_{13} - h_{13}}{2}, d_{24} = \frac{h_{13} - h_{13}}{2}
\]

The implemented Linear phase FIR filter structure with 7/8 sampling rate conversion and order 33 is shown in Fig.8. The six consecutive output samples are represented in terms of centro symmetric matrix elements. These matrix elements are given in terms of filter coefficients \( h_k \). The seventh output sample is obtained by using the filter coefficients \( h_k \) and \( h_{13} \). The common subexpression elimination technique is applied in binary and CSD format[6] of filter coefficients. The patterns are identified and are represented in bold letters. This bold letter \( I \) indicates that the required shifting is taken from the previous coefficient value. This way of finding pattern, minimizes the number of shift operations required to implement a multirate filter structure. So the multipliers or the filter coefficients are identically replaced by shift and add operations to get area efficient structure.

\[
y_{n,3} = H_{3x1} \cdot x_{m+2,n+1}
\]

Fig.7. CSD Representation of \( c_{22} \) and \( c_{12} \)

Fig.8. Sampling Rate Conversion by a Factor 7/8 with N=33

5.4 3/4 SRC with Coefficient Symmetry

The sampling rate conversion by a factor of 3/4 with filter order 33 is considered in this part. Here the sampling frequency is increased by a factor of 3 and decreased by a factor of 4. The three consecutive output samples are represented in terms of input samples [21][22].

\[
y_{n,3} = H_{3x1} \cdot x_{m+2,n+1}
\]
For \( n = 0, 3, 6, 9, \ldots \) and \( m = 0, 4, 8, 12, 16, \ldots \). The computation is similar to that of integer sampling rate conversion 7/5 and 7/8. The first part is the computation of one output sample and the second part is the computation of remaining two output samples and is given in equation (13).

\[
[y(n)] = \begin{bmatrix} 1 & 1 & c_8 & c_9 & c_6 & c_5 & c_4 & c_3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} I_6 & I_7 \end{bmatrix}^{3m+1} + \begin{bmatrix} 1 & -1 \end{bmatrix} \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} && (13)
\]

\[
[y(n+1)] = \begin{bmatrix} 1 & 1 & c_6 & c_5 & c_4 & c_3 & c_2 & c_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} I_6 & I_7 \end{bmatrix} + \begin{bmatrix} 1 & -1 \end{bmatrix} \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \]

\[
[y(n+2)] = \begin{bmatrix} 1 & 1 \end{bmatrix} \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} + \begin{bmatrix} 1 & -1 \end{bmatrix} \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \]

The calculated twenty four centrosymmetric matrix elements are listed below.

\[
c_{00} = \frac{h_0}{2}, \quad c_{01} = \frac{h_1}{2}, \quad c_{02} = \frac{h_2}{2}, \quad c_{03} = \frac{h_3}{2}, \quad c_{04} = \frac{h_4}{2}, \quad c_{05} = \frac{h_5}{2} \]

\[
d_{00} = -\frac{h_0}{2}, \quad d_{01} = -\frac{h_1}{2}, \quad d_{02} = -\frac{h_2}{2}, \quad d_{03} = -\frac{h_3}{2}, \quad d_{04} = -\frac{h_4}{2}, \quad d_{05} = -\frac{h_5}{2} \]

\[
c_{10} = \frac{h_2 + h_3}{2}, \quad c_{11} = \frac{h_3 + h_4}{2}, \quad c_{12} = \frac{h_4 + h_5}{2}, \quad c_{13} = \frac{h_5 + h_0}{2}, \quad c_{14} = \frac{h_0 + h_1}{2}, \quad c_{15} = \frac{h_1 + h_2}{2} \]

\[
d_{10} = -\frac{h_2 + h_3}{2}, \quad d_{11} = -\frac{h_3 + h_4}{2}, \quad d_{12} = -\frac{h_4 + h_5}{2}, \quad d_{13} = -\frac{h_5 + h_0}{2}, \quad d_{14} = -\frac{h_0 + h_1}{2}, \quad d_{15} = -\frac{h_1 + h_2}{2} \]

The implemented filter structure with 3/4 sampling rate conversion and order 33 is shown in Fig.9. The output response of this multirate filter structure is represented in terms of twenty four centrosymmetric matrix elements. From the binary and CSD representation of the filter coefficients of 3/4 SRC structure, it is observed that the patterns are not obtained since the input to the filter coefficients are different.

6. Simulation Results and Discussions

The Matlab version 2012a is used to create the simulink model for the individual multirate filter. In addition, the Simulink model for all the three stages of cascaded structure have also been developed and the Verilog codes are generated using HDL coder. These codes are verified using Modelsim Altera 6.5e. The area, power and delay are determined using Altera Quartus-II software and the compilation summary is given in Table II,III and IV. The synthesis results are analyzed with Cyclone II family FPGA device EP2C70F672C6. The Simulink model of 7/5 SRC with CSE in Binary representation is given in Fig.10. A coefficient used in this structure is given in Fig.11.
Table 2(a) shows the total number of adders and multipliers needed for the existing and the proposed CSE,CSD scheme. The number of one's needed to represent a binary number is higher than the CSD representation for both polyphase and coefficient symmetry approach. The 7/5 SRC structure having 34 filter coefficients \( h_0 \) to \( h_{33} \). The filter coefficient \( h_2 \) requires 8 adders, \( h_9 \) and \( h_4 \) requires 9 adders, \( h_{16}, h_{11}, h_6, h_1 \) shares the common input which requires 31 adders. Similarly the coefficients \( h_{10}, h_{15}, h_{13}, h_8, h_3 \) requires 37 adders. Similarly the next set of coefficients which shares the common input requires 49,49,30,26 and 12 adders respectively.

So the total number of adders require for the binary with CSE in polyphase approach is 251 which is larger than CSD Representation. Since CSD is a unique representation, less number of bits are used for the filter coefficients in all the three structures. Comparing to the polyphase approach, coefficient symmetry approach requires less number of adders. Without CSE approach requires multipliers, whereas with CSE, the multipliers have been replaced in terms of adders and shifters. Table 2(b) shows the computational complexity per output sample of the cascaded stages. In the proposed scheme, each of the multipliers are replaced with adders and shifters. So the multiplication complexity is eliminated with increase in adders and shifters. In terms of number of complex multiplication, the proposed scheme is better when compared with polyphase and coefficient symmetry approach.

The arithmetic complexity in terms of number of complex multiplications are shown in Table 2(c). Multipliers are costly when compared to adders. So, in the proposed scheme the multipliers are modified in terms of shifters and adders. Compared to the approaches specified in coefficient symmetry [21] and Farrow based [27], the proposed scheme has less complexity. For the Farrow based approach, the number of subfilters are considered to be 3 and the length and order of each filters taken as 12 and 11 respectively. The complexity of Farrow approach is closer to polyphase approach but it varies based on the number of subfilters.

Table 3 shows the synthesis summary of polyphase filter in which the area(logic elements) and delay has been analyzed. Three SRC structures (7/5, 7/8 and 3/4) are implemented using a polyphase filter. In addition, all the structures are implemented with and without CSE. Here CSE technique is applied in both binary and CSD representation of filter coefficients. The filter coefficients or the multipliers are equivalently represented by shift and add operations in order to reduce the area. For these structures, the binary representation of filter coefficients are having more number of one's than CSD representation. Hence the area in binary representation is minimized when compared to the without CSE structure but it is increased when compared to CSD representation. However, the individual stages of polyphase filter with CSE having lesser area (logic elements) when compared to the without CSE structure. Area has been greatly reduced by applying CSE technique in CSD representation. The delay has also been reduced in binary and CSD representation when compared to the without CSE structures.

Table 4 shows the compilation summary of each of the multirate filter using coefficient symmetry approach. The delay is reduced in both polyphase and coefficient symmetry approach by applying CSE technique in CSD format. The number of logic elements in the coefficient symmetry approach without CSE is greater than the Binary and CSD Representation. Since in binary and CSD, only the non zero bits are considered for the design which minimizes adders and multipliers. However the logic elements with CSE in individual stages using coefficient symmetry approach is larger than the individual stages of polyphase approach. This is because in polyphase, the number of coefficients which shares the same delayed input is higher than that of coefficient symmetry approach. So, more number of common bit patterns are obtained which reduces the number of adders required for the implementation with polyphase approach. Since in coefficient symmetry approach with CSE, the number of centrosymmetric matrix elements which is common to the input is minimal thereby less number of patterns are obtained which involves more number of adders than polyphase with CSE. Also the number of logic elements in polyphase approach without CSE is larger than coefficient symmetry approach without CSE. Because in polyphase structure with 7/5 SRC, the number of multiplications and additions required to produce seven consecutive output samples are 34 and 27. So the multiplication and addition complexity per output sample is 4.8571 and 3.8571. In coefficient symmetry approach with 7/5 SRC, the coefficients modified in terms of centrosymmetric matrix elements show a considerable reduction in multiplication complexity. The number of multiplication and addition complexity to produce seven output samples is 24.997 and 36.96. So the multiplication and addition complexity to produce one output sample is 3.571 and 5.28, which shows that the multiplication complexity is reduced for the proposed filter structure when compared to the conventional polyphase filter structure with a slight increase in addition complexity. Similarly, the multiplication complexity of the second and third stage having the conversion factor of 7/8 and 3/4 SRC are lesser when compared to the polyphase structure without CSE. The results of cascaded stages using polyphase and coefficient symmetry approach is given in Table 5. Cascaded SRC using coefficient symmetry without CSE requires lesser logic elements when compared to the polyphase approach without CSE. Similarly the binary with cascaded coefficient symmetry requires
lesser logic elements when compared to the cascaded polyphase approach with binary. Since in binary, the number of ones are represented by the relevant shift and add operations and zeros does not require shift and add operations which saves considerable amount of logic elements. Similarly cascaded coefficient symmetry with CSD requires lesser logic elements than cascaded polyphase with CSD.

The speed improvement of the proposed scheme over the polyphase and coefficient symmetry approach [Ref 21] is given in Table 6. The speed improvement of the proposed scheme is significant when compared to the polyphase and coefficient symmetry approach. The speed (operating frequency) improvement in the proposed scheme over the polyphase and coefficient symmetry approach is justified in Table 6, by implementing the design on EP2C70F672C6 device using Altera, Cyclone-II tool.

From Table 6 it is clear the operating frequency of the proposed coefficient symmetry scheme with CSE is 24.53MHz and 23.58MHz and for the proposed polyphase scheme with CSE is 19.63MHz and 18.56MHz, whereas for the coefficient symmetry polyphase and scheme [21] it is 19.59MHz and 16.16MHz. This results in the speed improvement in the proposed coefficient symmetry scheme with CSE by 20.12% and 16.9% over existing scheme. Similarly the speed improvement in the proposed polyphase scheme with CSE is achieved about 17.64% and 12.93% over without CSE scheme.

Based on the comparisons made with other earlier designs, such as polyphase and coefficient symmetry based [21] shown in Table 3 to Table 6, it can be justified that the proposed design provides frequency as well as area optimization.

<table>
<thead>
<tr>
<th>S.No</th>
<th>SRC</th>
<th>Ref [21]</th>
<th>Proposed CSE (B)</th>
<th>Proposed CSE (CSD)</th>
<th>Relative Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Polyphase</td>
<td>21</td>
<td>18</td>
<td>-</td>
<td>150</td>
</tr>
</tbody>
</table>

From Table 6 it is clear the operating frequency of the proposed coefficient symmetry scheme with CSE is 24.53MHz and 23.58MHz and for the proposed polyphase scheme with CSE is 19.63MHz and 18.56MHz, whereas for the coefficient symmetry polyphase and scheme [21] it is 19.59MHz and 16.16MHz. This results in the speed improvement in the proposed coefficient symmetry scheme with CSE by 20.12% and 16.9% over existing scheme. Similarly the speed improvement in the proposed polyphase scheme with CSE is achieved about 17.64% and 12.93% over without CSE scheme.

Based on the comparisons made with other earlier designs, such as polyphase and coefficient symmetry based [21] shown in Table 3 to Table 6, it can be justified that the proposed design provides frequency as well as area optimization.

Table 2(a) Number of Adders and Multipliers

<table>
<thead>
<tr>
<th>Add/Mul</th>
<th>SRC 7/5</th>
<th>SRC 7/8</th>
<th>SRC 3/4</th>
</tr>
</thead>
<tbody>
<tr>
<td>P_Mul</td>
<td>Ref [21]</td>
<td>Proposed CSE (B)</td>
<td>Proposed CSE (CSD)</td>
</tr>
<tr>
<td>P_Add</td>
<td>34</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C_Mul</td>
<td>27</td>
<td>251</td>
<td>166</td>
</tr>
<tr>
<td>C_Add</td>
<td>24.9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C_Add</td>
<td>36.9</td>
<td>170</td>
<td>94</td>
</tr>
</tbody>
</table>

Table 2(b) Computational Complexity per output sample of cascaded stages (N=33)

Table 2(c) Multiplication Complexity of cascaded stages
### Table 3
Compilation Summary of Polyphase FIR Filter for Individual Stages

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(using Ref [21])</td>
<td>Proposed With CSE (Binary)</td>
<td>Proposed With CSE (Binary)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Proposed With CSE (CSD)</td>
<td>Proposed With CSE (CSD)</td>
</tr>
<tr>
<td>Altera Cyclone-II</td>
<td>Logic Elements</td>
<td>3620/68416</td>
<td>346/68416</td>
</tr>
<tr>
<td>EP2C70F67 2C6</td>
<td></td>
<td>295/68416</td>
<td>4223/68416</td>
</tr>
<tr>
<td></td>
<td>Power (mW)</td>
<td>201.46</td>
<td>201.38</td>
</tr>
<tr>
<td></td>
<td>tpd (ns)</td>
<td>30.737</td>
<td>21.233</td>
</tr>
</tbody>
</table>

### Table 4
Compilation Summary of Multi-rate FIR Filter Using Coefficient Symmetry for Individual Stages

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(using Ref [21])</td>
<td>Proposed With CSE (Binary)</td>
<td>Proposed With CSE (Binary)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Proposed With CSE (CSD)</td>
<td>Proposed With CSE (CSD)</td>
</tr>
<tr>
<td>Altera Cyclone-II</td>
<td>Logic Elements</td>
<td>1769/68416</td>
<td>886/68416</td>
</tr>
<tr>
<td>EP2C70F67 2C6</td>
<td></td>
<td>784/68416</td>
<td>3488/68416</td>
</tr>
<tr>
<td></td>
<td>tpd (ns)</td>
<td>28.33</td>
<td>22.193</td>
</tr>
</tbody>
</table>

### Table 5
Compilation Summary of Cascaded Stages

<table>
<thead>
<tr>
<th>Device</th>
<th>Cascaded stages (Coefficient Symmetry)</th>
<th>Cascaded stages (Polyphase)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(using Ref [21])</td>
<td>Proposed With CSE (Binary)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Proposed With CSE (CSD)</td>
</tr>
<tr>
<td>Altera Cyclone-II</td>
<td>Logic Elements</td>
<td>31289/68416</td>
</tr>
<tr>
<td>EP2C70F67 2C6</td>
<td></td>
<td>25483/68416</td>
</tr>
<tr>
<td></td>
<td>tpd (ns)</td>
<td>51.040</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Device</th>
<th>Cascaded stages (Coefficient Symmetry)</th>
<th>Cascaded stages (Polyphase)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(using Ref [21])</td>
<td>Proposed With CSE (Binary)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Proposed With CSE (CSD)</td>
</tr>
<tr>
<td>Altera Cyclone-II</td>
<td>Logic Elements</td>
<td>31289/68416</td>
</tr>
<tr>
<td>EP2C70F67 2C6</td>
<td></td>
<td>25483/68416</td>
</tr>
<tr>
<td></td>
<td>tpd (ns)</td>
<td>51.040</td>
</tr>
</tbody>
</table>
The propagation delay of coefficient symmetry approach with CSE and polyphase approach with CSE are lesser when compared to the without CSE which increases the speed of operation. The logic element utilization for the individual SRC stages and cascaded stages are given in Fig.12 and Fig.13.

The cascaded SRC structures are simulated using MATLAB. The simulation results for DAT to CD conversion is given in Fig.14(a) and Fig.14(b). The number of samples in the input signal is 201, 281 in the 7/5 SRC, 246 samples in the 7/8 SRC and 184 samples in the 3/4 SRC which provides the required conversion factor. Thus the multirate filter with coefficient symmetry is exploited for all the structures. The Fig.15(a) and Fig.15(b) shows the simulation waveforms achieved using MATLAB. Here for the input signal with number of samples 101, the output of 7/5 SRC contains 141 samples. Likewise the output of 7/8 SRC and 3/4 SRC contains 88 and 76 samples respectively. The output of cascaded stage contains 92 samples. Here the application is validated and the programs and schemes are inserted in the webpage https://github.com/Mariammalkms/multirate-filters.
stages, which are 7/5 SRC, 7/8 SRC and 3/4 SRC. The filter structures are implemented using coefficient symmetry approach and polyphase approaches. The multiplication complexity of the proposed achievement is significantly reduced when compared to the polyphase, coefficient symmetry and Farrow based SRC structures. To have speed improvement and area reduction CSE technique is applied in binary and CSD representation of filter coefficients and the results are reported. Simulink model have been developed to obtain HDL codes for the implemented structures. The resources utilized for the individual SRC stages and the cascaded stages are analyzed using the Altera, cyclone II family with EP2C70F672C6 device and the results are also compared in terms of area, delay and power dissipation. The results shows that the coefficient symmetry approach without CSE requires lesser logic elements and minimum delay when compared to the conventional polyphase approach without applying CSE. Also area is reduced for both approaches by applying CSE technique in CSD representation when compared to the filter structure without CSE technique.
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