AN IMPROVED APPROACH TO BEACONS DETECTION FOR A MOBILE ROBOT USING A NEURAL NETWORK
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Abstract: In this paper we propose a neuro-mimetic technique relating to the detection of beacons in mobile robotics. The objective is to bring a robot moving in an unspecified environment to acquire attributes for recognition. We develop a practical approach for the segmentation of images of objects of a scene and evaluate the performances in real time of them. The neuronal classifier used is a window of a network MLP (9-6-3-1) using the Algorithm of retro-propagation of the gradient, where the distributed central pixel uses information in level of gray. The originality of the work lies in the use of the association of an enhanced neural network configuration and Standard Hough Transform. The results obtained with a momentum of 0.03 and one coefficient of training equal to 0.002 shows that our system is robust with an extremely appreciable computing time.
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1. INTRODUCTION

Under the words "neural networks", we group today a number of models, which attempt to imitate some human brain functions in order to try to implement some of its basic structures. Neural network models are specified by the net topology, the node characteristics and the learning rules. The rules specify an initial set of weights and indicate how weights should be adapted during use to improve performance. Different types of neural networks are proposed in the literature by several authors [1],[2]. Some of the most important models are those of Hopfield, Kohonen, single layer and Multi-layer perceptrons.

The Hough Transform (HT) has long been recognized as a robust technique for detecting multi-dimensional features in an image and estimating their parameters. It has many applications, as most manufactured parts contain feature boundaries, which can be described by regular curves or straight lines. Its main advantage is that it is tolerant of gaps in feature boundary descriptions and is relatively unaffected by noisy image. Fig.1 illustrates this transformation.

A straight-line in a two dimensional space can be represented by two parameters, r and y using the following equation:

\[ f(x, y, \rho, \theta) = \rho - x \cos \theta - y \sin \theta = 0 \] (0)

Where \( r \) is the normal distance between the line and the origin, and \( y \) is the angle of the normal with respect to the positive x-axis.

Fig. 2 The straight line polar parameter.

2. PREVIOUS RELATED WORK

A serial algorithm for computing HT has complexity \( O(P \times n_{0}) \), where \( n_{0} \) is the number of quantization in the \( \theta \) space, representing a measure of the desired accuracy computational in an \( N \times N \) image. \( P \) is a fraction of \( N^{2} \) and represents the number of points of an image where edges exist (or where the pixel value is 1 in a binary image). However, each edge point is independent of any other points for the HT computation. This makes the HT problem suitable for parallel computing which would considerably reduce the processing time. Different aspects of the HT have been investigated and reported in the literature. The
computation-bound nature of the HT has inspired the development of efficient algorithms [3–5] and implementations [6–8] of the transform in multiprocessor systems. All these algorithms are developed to solve most of the Standard Hough Transform (SHT) application problems whether it is intended to reduce the computation time or it is intended to optimize the memory usage.

There have been some attempts [9–11], to use neural nets for pattern recognition, natural language processing and image processing in order to have an output in real time. Most present algorithms consider the number of neurons equal to the number of pixels in the input image.

The paper of Tuytelaars and L. Van Gool [12] consists of two main contributions. First, one starts from corners and uses the nearby edges, while the second one is purely intensity-based. As a matter of fact, the goal is to build an opportunistic system that exploits several types of invariant neighbourhoods as it sees fit. This yields more correspondences and a system that can deal with a wider range of images.

In this paper, we present a novel algorithm for computing of the association of an enhanced neural network configuration and Standard Hough Transform especially adapted for digital device implementation such as Field Programmable Gate Arrays (FPGA), ASICs, etc.

This paper is organized as follows: First, the design of the neural network classifier is described. Next, a systematic analysis of different network configurations is presented. Then, the novel Algorithm of object extraction is formulated. Finally, we bring this paper to a conclusion and present the perspectives of this research.

3. ARCHITECTURE OF THE NEURAL CLASSIFIER

To detect and extract an object from a scene, we have developed a multi-layer neural network which classifies the entire object. It is based on a network window classifier, which classifies the central pixel of a relatively small area in the image. To detect this object, the window must slide pixel by pixel over the entire image. The multi-layer feed forward network is used as the window classifier. Its input units receive the gray scale values from a square region of the image. The generalized delta rule with a momentum is used as the learning paradigm to train the network [1], [2], [10].

When the training converges and the system error decreases under an acceptable value (a small enough value), the window classifier is considered as trained and then applied over the entire object from the image. Figure 2 illustrates the architecture of the window classifier and how it is applied to the image.

4. ANALYSIS OF THE NETWORK CONFIGURATION

Contrarily to the mathematical theory for network training based on back-propagation, there is no general guideline for choosing the appropriate network configuration for a given problem. The results only lead to the selection of the optimal network configuration but also give us an insight to the sensitivity of adjusting network configuration.

4.1 Network topology

Let \( N \) be the number of weights for a given network topology. By definition, any neuron in the hidden layer must receive an input from all the neurons in the previous layer and feeds all the neurons in the next layer. Let \( n \) be the number of layers in the network and \( L_i \) be the number of neurons in the \( i^{th} \) layer in the network. Hence, the total number of weights is given by:

\[
N = \sum_{i=1}^{n-1} L_i \times L_{i+1}
\]  

A preliminary experiment was performed with a four layers network (two hidden layers) whose input window size varies from 3x3 to 7x7 pixels. The number of neurons in the input layer is equal to the size of the input window. 3x3 and 5x5 windows (respectively \( L_i=9 \) and \( L_i=25 \)) were generally selected for the remaining experiments.

4.2 Rate parameters

The network is trained by the delta rule with a momentum term which was introduced by Rumelhart [9]. At the \((t+1)^{th}\) iteration of the training, the network weight \( w_{ij} \) is updated with two components. The first component is proportional to the error signal \( e_j \) on the output \( X_{ij} \) for the neuron.
sending the activation signal. The second component is proportional to the amount of weight changes in the previous iteration (the momentum term).

\[ \Delta w_{ij}(t+1) = w_{ij}(t) + C1.e_{ij}.X_{ij} + C2.\Delta w_{ij}(t) \]  
(2)

where \( C1 \) is the learning rate and \( C2 \) the momentum term.

\( C1 \) controls the rate of convergence for the training process and \( C2 \) prevents the oscillation problem near the solution point. These two parameters are the major factors which affect learning [10]. They also control the tradeoff between system's stability and classification quality. The learning rate decreases generally starting from 0.5 and the momentum term varies between 0 and 1.

4.3 The transfer function:

The transfer function must be continuous and monotonous [2]. Two types of transfer functions generally used are given below:

- The sigmoid function:
  \[
  f(z) = \frac{1}{1 + e^{-z}}
  \]
  (3)
  where \( z \) varies between \(-\infty\) and \(+\infty\) and \( f(z) \) varies between 0 and 1. The derivative of \( f(z) \) is:
  \[
  f'(z) = f(z).(1.0 - f(z))
  \]
  (4)

- The hyperbolic tangent:

  \[
  f(a) = \frac{\exp(a) - \exp(-a)}{\exp(a) + \exp(-a)}
  \]
  (5)
  where \( a \) varies between \(-\infty\) and \(+\infty\) and \( f(a) \) varies between -1 and +1. The derivative of \( f(a) \) is:

  \[
  f'(a) = (1.0 + f(a)).(1.0 - f(a))
  \]
  (6)

The sigmoid function has been used in our application because it yields the best results.

4.4 Network initializing weights

Learning by back-propagation has been successful in many applications. However, the possibility of being trapped in a local minimum of the error function during the training exists. The components of the weight vectors are chosen as a real random number in the interval [0, 1].

4.5 The generalized delta rule

The generalized delta rule is the description of the multi-layer back-propagation network [2], [11].

The algorithm is given as follows:

**Step 1:** apply an input vector to the neural network and calculate the output values.

**Step 2:** compare current outputs with real outputs, and then determine the error.

**Step 3:** back-propagate the error in all the hidden layers and calculate the error for all units of these layers.

**Step 4:** determine the weights variations which will adjust each weight connection of the neural network.

**Step 5:** apply corrections to the connection weights of the network.

4.6 Selection of the Optimal Threshold \( T \)

The threshold \( T \) divides the neurons set into two groups (thereby the image space into two regions: the object and the background). The weights of only one group are updated. For a particular threshold, the updating procedure continues until it converges. When the network converges, the image space is divided into two groups, one group having \( d(w.U)>T \) (the object pixels, see equations 8 & 9), and the other with \( d(w.U)<T \) (the background pixels). The threshold \( T \) is calculated by an arithmetical method, using the average of the values present at the output layer for each pixel of the image at the entry of the neural network.

5. FORMULATION OF THE OBJECT EXTRACTION ALGORITHM

Extraction of an object is often done either by gray level thresholding or by pixel classification (region growing). In this section an object extraction algorithm will be formulated using a neural network. The weights will be assigned as random numbers in [0, 1]. A neural network classifier for detecting objects from a scene is thus developed. The implemented algorithm is given below.

**5.1 Algorithm 1**

**Step 1:** Assign input \( U(i,j) \) to the neuron \( y(i,j) \) using the following equation:

\[
U(i,j) = (x(i,j) - l_{min}) / (l_{max} - l_{min})
\]

where \( x(i,j) \) is the gray level of the \((i,j)\)th pixel, and \( l_{max}, l_{min} \) are the maximum and minimum available gray levels of the image. Note that the value of \( U(i,j) \) lies in the range [0, 1].

**Step 2:** Initialize the weights of the neurons by a random real number lying in the interval [0, 1].

**Step 3:** Compute for all neurons the product:

\[
d(i,j) = U(i,j). w(i,j)
\]

**Step 4:** Apply the back-propagation learning algorithm (algorithm2).
Step 5: Select the neurons verifying the condition:
\[ d(i,j) > T \]  \hspace{1cm} (9)

Step 6: Repeat steps 5 and 6 until convergence.

Step 7: Vary \( T \), iterate steps 2 and 5 and find the optimum one.

The back-propagation algorithm learning can be written in algorithmic form as follows [10],[13]:

First, note that \( i, k, l, j \) are the layers of the neural network, respectively the input layer, the first hidden layer, the second hidden layer and the output layer for the multi-layer neural network classifier.

5.2 Algorithm 2

Step 1: Calculate the output \( y_k \) for the first hidden layer:
\[ y_k = fct1(a_k^{(i)}) \]  \hspace{1cm} (10)
with \( a_k \) the weighted sums of the entries:
\[ a_k = \sum_k w_{ik} s_i \]  \hspace{1cm} (11)
\( fct1 \) is the sigmoid function given by equation (3).

Step 2: Calculate the output \( z_l \) for the second hidden layer:
\[ z_l = fct1(b_l) \]  \hspace{1cm} (12)
with \( b_l \) the weighted sum of the entries:
\[ b_l = \sum_l w_{lk} y_k \]  \hspace{1cm} (13)

Step 3: Calculate the output \( u_j \) of the output layer:
\[ u_j = fct1(c_j) \]  \hspace{1cm} (14)
with \( c_j \) the weighted sum of the entries:
\[ c_j = \sum_j w_{lj} z_l \]  \hspace{1cm} (15)

Step 4: Calculate the error of the output layer:
\[ e_{3j} = (d_j - u_j) fct2(c_j) \]  \hspace{1cm} (16)
where \( d_j \) is the desired output and \( fct2 \) which is given by equation (4) is the derivative of function \( fct1 \).

Step 5: Calculate the error of the second hidden layer using the output error:
\[ e_{2l} = e_{3j} w_{lj} fct2(b_l) \]  \hspace{1cm} (17)

Step 6: Calculate the error of the first hidden layer using the error of the second hidden layer
\[ e_{1k} = e_{2l} w_{lk} fct2(a_k) \]  \hspace{1cm} (18)

Step 7: Calculate the weight variation for all the layers using the learning rate \( C1 \) and the momentum rate \( C2 \):
\[ \Delta w_{ik} = C1 e_{1k} x_i C2 (C1 e_{1k} x_i) \]
\[ \Delta w_{lk} = C1 e_{2l} y_k C2 (C1 e_{2l} y_k) \]  \hspace{1cm} (19)
\[ \Delta w_{lj} = C1 e_{3j} z_l C2 (C1 e_{3j} z_l) \]

Step 8: Update the weights:
\[ w_{ik}(t+1) = w_{ik}(t) + 0.9 \Delta w_{ik} \]
\[ w_{lk}(t+1) = w_{lk}(t) + 0.9 \Delta w_{lk} \]  \hspace{1cm} (20)
\[ w_{lj}(t+1) = w_{lj}(t) + 0.9 \Delta w_{lj} \]

Step 9: if the algorithm converges (\( e3 \) inferior to a predefined threshold) stop the process, if not, return to step 1.

Note: It is essential to improve the rule of the modification of the weights in the algorithm of the retro-propagation by adding the following equation:
\[ \Delta W(t+1) = \Delta W(t) + 0.9W \]  \hspace{1cm} (21)

This major change enhances considerably the reliability of the algorithm.

6. COMPUTER SIMULATIONS AND EXPERIMENTAL RESULTS

In all the following computer simulations, we use various types of beacons (polyhedral, cylindrical, and rectangular). The neural network classifier takes the image data of specific beacons directly as an input and then back propagates the signal errors in order to adapt the weighing (synaptic) coefficients.

The configuration of the network is crucial to obtain a satisfactory performance within an acceptable training time. The proposed algorithm was tested on several images. The used images are digitized on 8 bits (256 gray levels scale). Tests with different sizes of input windows (3x3, 5x5, 7x7, and 11x11) were done. The best results were obtained particularly with the input size 3x3.

The four-layer network (9-6-3-1) generalizes well for either artificial or real test images.

The proposed algorithm was applied to the images shown in figures 3a and 4a. The extracted objects are shown respectively in figures 3b and 4b. The best results are obtained using an input window of 3x3 sizes.

The optimal threshold values are 0.220 and 0.125 respectively for figures 3b and 4b.

Figures 5 and 6 show also the detection of beacons in the scene for the other shapes.

From the output and the previous discussion, it is evident that the best detection is obtained using the input window 3x3. Increasing the number of hidden layers implies training difficulties and fails to gain...
in classification performance. Thus, we conclude that the four-layer network (two hidden layers) is sufficient for the segmentation problem. By increasing the input window size, the computing time also increases and the resulting output images are noisier. The rate parameters for the back-propagation learning affect not only the learning rate but also the classification performance. The appropriate choice for our problem is a small learning rate ($C_1=0.02$) combined with a medium momentum rate ($C_2=0.3$).

**Fig 3** (a): original input image  
(b): The obtained result with a 3x3 window size.  
(c): The obtained result with a 5x5 window size.

**Fig 4** Polyhedral beacon  
(a): original input image, gray level scale image  
(b): The obtained result with a 3x3 window size

**Fig 5** Cylindrical beacon  
(a): original input image, gray level scale image  
(b): The obtained result with a 3x3 window size
7. CONCLUSION

In this paper, we have presented a neural network based application in image processing. Our contribution was to extract objects present in an image of a scene and to distinguish them from the background by a neural network classifier. Its originality lies in the fact that it is based on a hybrid parametric technique which uses the neural network configuration and the generalized Hough transform for the detection of a beacon. It consists of combining the techniques of training and description to elaborate work out samples for the objects recognition.

The classifier includes a multi-layer feed-forward network window in which the central pixel is classified using gray-scale information within the window.

The mobile robot has been made familiar with the environment during an initial training phase. The artificial neural learning system is made to detect only the beacons from other items such as the blurs shown in figures 4, 5 and 6, although the mobile robot is moving in the scene. The visual information (the input data to the NN) is computed using a stochastic parametric activation function of the neuron. The network is trained using the back-propagation algorithm with a momentum term. Factors including rate parameters, training sample sets, and initial weights are systematically analyzed. The output computation can be done in real time.

The performance is higher than other research work carried out by other authors [10],[11],[14] because the learning is of the supervised type, and the modification of the attributes is carried out by a probabilistic rule. The experiments of figures 3 and 4 have been carried out in a noisy environment and background. The blur (the remaining noise in the background of the scene) is subtracted in the correspondence stage, which uses a predefined data base. This data base includes internal models of the beacons (or artificial landmarks). The correspondence between the object of interest (the beacon) and the filtered image is found by matching the two-dimensional projections of the beacon by considering all possible sets of the available beacons in the internal environment of the mobile robot.

While joining HT (technical multi-resolution, decision, fusion), our system remains robust at the price of an extremely appreciable computing time.

The time requirements to process a frame, after the learning stage, with an IBM-PC having a simple Pentium processor is about a few milliseconds during the operation of the mobile robot, which seems better than other published results obtained in the same conditions of work [14],[15],[16].

Our experiments have been carried out on the mobile robot (Automated Guided Vehicle AGV), shown in figure 7, which is equipped with a camera. The results obtained by our Algorithm are very satisfying since the objects are clearly extracted and detected from the original images. Also, the obtained results from this study give us a valuable insight into the role of network topology, rate parameters, training sample set and initial weights.

The FPGA device will be included in the visual navigation system of our laboratory mobile robot. After edge restoration, the device’s results will be used either as the basic data to determine the depth of an object in three dimensions (stereoscopic vision in figure 8) by geometric reasoning, or as input data to other Algorithms such as the matching Algorithms developed in [17] and the navigation Algorithm developed in [18–22] to endow the mobile robot with the intelligence required to perceive its environment. To increase the robustness of the system, two semi-local constraints on combinations of neighbourhood correspondences are derived (one geometric, the other photometric). They allow testing the consistency of correspondences and hence to reject falsely matched neighbourhoods. Experiments on images of real-world scenes taken from substantially different viewpoints demonstrate the feasibility of the approach.

Our work enabled us to bring a solution to the
problems of the pattern recognition in mobile robotics. In perspectives this work will lead us to a better understanding of the problems related to robotics in dynamic vision 3D.

Fig 8 Robot moving using stereoscopic vision
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